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1 Introduction

VULCAN-CFD offers a comprehensive set of capabilities to enable the simulation of con-
tinuum flowfields from subsonic to hypersonic conditions. The governing equations that
are employed include allowances for both chemical and thermal nonequilibrium processes,
coupled with a wide variety of turbulence models for both Reynolds-averaged and large
eddy simulations. A description of the physical and numerical models available in the
software are presented in this document. However, it is emphasized that the descriptions
provided are not intended to fully document every aspect of the models employed. Instead,
the governing equations, and the models required to simulate them numerically, are pre-
sented with the goal of providing a sufficient level of detail to understand their strengths
and limitations. The reader is encouraged to access the references provided throughout this
document for a more complete explanation of the formulations presented.

2 Governing Equations

The fundamental conservation equations employed by VULCAN-CFD to describe thermally-
equilibrated chemically-reacting flows are the Navier-Stokes equations coupled with mass
continuity equations for the chemical species. These partial differential equations can be
written as

∂ρ

∂t
+

∂

∂x j

(
ρu j

)
= 0

∂ρui

∂t
+

∂

∂x j

(
ρuiu j

)
+

∂

∂x j

(
δi jP − τi j

)
= 0

∂ρE
∂t

+
∂

∂x j

(
ρHu j

)
+

∂

∂x j

(
q j − τi jui

)
= 0

∂ρYm

∂t
+

∂

∂x j

(
ρYmu j

)
+

∂

∂x j

(
ρYmV (m)

j

)
= ẇm (1)

where ρ is the density, ui is the velocity, P is the pressure, E is the total energy, H is the
total enthalpy, τi j is the stress tensor, q j is the heat flux vector, and Ym, V (m)

j , and ẇm are the
mass fraction, diffusion velocity, and production rate, respectively, of species “m”.

The total energy is the sum of the internal and kinetic energy, i.e.,

E = e +
1
2

uiui (2)

and the total enthalpy is given by the expression shown below.

H = E +
P
ρ

= h +
1
2

uiui (3)

Here, the mixture enthalpy, h, is defined through the relationship

h =

ns∑
m=1

Ymhm (4)
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with the enthalpy of each species evaluated from a polynomial curve fit as described in
Appendix A.

VULCAN-CFD is currently limited to Newtonian fluids, where the stress tensor is re-
lated to the strain rate through the following constitutive relation,

τi j = µ

(
2S i j −

2
3
δi jS kk

)
, S i j =

1
2

(
∂ui

∂x j
+
∂u j

∂xi

)
(5)

and the heat flux vector (which contains contributions from heat conduction and the energy
flux due to interdiffusion processes) is given by the expression provided below.

q j = −λ
∂T
∂x j

+ ρ

ns∑
m=1

hmYmV (m)
j (6)

The diffusion velocity of species “m” is provided by Fick’s law of diffusion, i.e.,

V (m)
j = −

D
Ym

∂Ym

∂x j
(7)

and the evaluation of the mixture transport properties (µ, λ, and D) is described in Ap-
pendix B.

The species production rates are governed by the law of mass action. If a general
reaction is denoted by

ns+1∑
m=1

ν
′

mlCm 

ns+1∑
m=1

ν
′′

mlCm l = 1, nr (8)

where ν
′

ml is the stoichiometric coefficient of reactant “m” in reaction “l”, ν
′′

ml is the stoichio-
metric coefficient of product “m” in reaction “l”, and Cm is the symbol for constituent “m”
(the ns + 1 constituent represents the third body species), then the production rate of
species “m”can be written in the form shown below.

ẇm = Wm

nr∑
l=1

(
ν
′′

ml − ν
′

ml

) k fl

ns+1∏
n=1

(
ρn

Wn

)ν′nl

− kbl

ns+1∏
n=1

(
ρn

Wn

)ν′′nl
 , m = 1, ns (9)

Here, k fl and kbl are the forward and backward reaction rate coefficients of reaction “l”, ρn is
the product of density and the mass fraction of species “n”, and Wm is the molecular weight
of species “m”. The molar concentration of the third body constituent, M, is defined by

ρns+1

Wns+1
=

ns∑
m=1

tbem
ρm

Wm
(10)

where tbem is the third body efficiency given by the kinetic model.
The forward reaction rate coefficient is evaluated using the Arrhenius expression,

k fl = Al T bl exp
(
−Tal

T

)
(11)
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which mimics the form of the reaction rate derived from kinetic theory. The product Al T bl

is designed to take into account the frequency of collisions between molecules, and the
steric factor associated with the orientation of the colliding molecules. The exponential
term is the Boltzmann factor, which represents the fraction of collisions that have an energy
greater than the activation energy (defined as the product of the universal gas constant and
the activation temperature, Tal).

The backward reaction rate coefficient can be written in a similar fashion, or obtained
from the equilibrium constant through the relationship

Kcl =
k fl

kbl

(12)

and the equilibrium constant (in terms of molar concentrations) is given by

Kcl =
(
R
′

uT
)−∆nl exp

(
−∆Gl

RuT

)
(13)

where Ru is the universal gas constant [J/(molK)], R
′

u is the universal gas constant with
units of

[
l·atm

Kg·mol·◦K

]
, ∆nl is the change in moles from products to reactants, and ∆Gl is the

Gibbs energy of reaction defined by the following expression.

∆Gl =

ns∑
m=1

(
ν
′′

ml − ν
′

ml

)
(Wm gm) (14)

The sensible Gibbs free energy of each species is evaluated from a polynomial curve fit
(see Appendix A). VULCAN-CFD can also handle more complex reaction rate represen-
tations such as pressure-dependent and arbitrary reaction order kinetics. These extensions
are described in Appendix C.

To close the system, an equation of state is needed to relate the thermodynamic proper-
ties. At conditions representative of combustion applications (i.e., relatively high tempera-
tures and low pressures), the fluid can be treated as a mixture of perfect gases. Hence, the
pressure can be evaluated using the following state equation

P = ρRT (15)

where R is the mixture gas constant given by the expression below.

R = Ru

ns∑
m=1

Ym

Wm
(16)

2.1 Thermodynamic Nonequilibrium

Flows that are not thermally equilibrated (i.e., the distribution of energy between transla-
tional, rotational, vibrational, and electronic modes cannot be described by a single tem-
perature), require the introduction of additional transport equations for those energy modes
that are not equilibrated with the translational energy. The cost of solving these additional
equations, together with the limited availability of physical constants that describe the finite
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rate processes associated with the transfer of energy amongst the various modes, are im-
portant factors that must be considered when developing engineering tools for these flows.
Historically, the development of the VULCAN-CFD code has been driven by the needs of
the scramjet community, which often involves the use of complicated polyatomic molecules
(e.g., heavy hydrocarbons) or even JP fuels that are basically “hydrocarbon soups” with an
unspecified molecular distribution that simply satisfy certain specified combustion prop-
erties. This reality, together with the understanding that most scramjet applications are
bounded below Mach 10-12 flight, led to the implementation of a simple two-temperature
thermal nonequilibrium model.1 This formulation assumes that the translation and rota-
tional energy modes are equilibrated at a single temperature Ttr, while the vibrational and
electronic energy modes are equilibrated at temperature Tve.

The transport equation for the equilibrated vibrational/electronic energy, eve, is provided
by the expression below.

∂

∂t
(ρeve)︸    ︷︷    ︸

1

+
∂

∂x j

(
ρeveu j

)
︸         ︷︷         ︸

2

= −
∂qve j

∂x j︸ ︷︷ ︸
3

+

nm∑
m=1

ρm

(
e∗ve,m − eve,m

τm

)
︸                     ︷︷                     ︸

4

+

nm∑
m=1

ẇmD̂m︸      ︷︷      ︸
5

− pe
∂u j

∂x j︸︷︷︸
6

+

2 ρe
3
2

(Ttr − Tve)
ns∑

m=1

νe,m

Wm︸                           ︷︷                           ︸
7

−

ni∑
m=1

ṅe,m Îm︸      ︷︷      ︸
8

− Qrad︸︷︷︸
9

(17)

Term (1) represents the time rate of change of the vibrational/electronic energy, eve. Term
(2) accounts for the convection of eve. Term (3) contains the molecular diffusion processes
of the vibrational/electronic energy. Term (4) represents the energy exchange between the
vibrational and translational modes due to molecular collisions. Term (5) represents the vi-
brational energy that is lost (or gained) due to the molecular depletion (dissociation) or pro-
duction (recombination) that result from chemical kinetics. Term (6) is a term that accounts
for the combined effect of the convection of electron pressure and the work done on elec-
trons by the electric field induced by the electron pressure gradient. Term (7) accounts for
the energy exchange due to elastic collisions between free electrons and atoms/molecules.
Term (8) represents the electronic energy loss due to electron impact ionization. Finally,
Term (9) accounts for the loss of electronic energy due to radiation caused by electronic
transitions. Terms (6) - (8) are nonzero only when free electrons are present. These terms
are currently not accounted for in VULCAN-CFD, due in part to a lack of sources for the
species data required to evaluate these terms. As a result, the current thermal nonequilib-
rium formulation should not be used for problems where significant ionization is present.
The radiant energy transfer rate due to electronic transitions (Qrad) is also neglected in
VULCAN-CFD.

The vibrational/electronic heat flux vector, qve j , accounts for both heat conduction due
to vibrational/electronic temperature gradients and the transfer of vibrational/electronic en-
thalpy due to gradients in species composition with Fick’s law of diffusion used to model
this latter effect.

qve j = −λve
∂Tve

∂x j
− ρ

ns∑
m=1

hve,mYmV (m)
j (18)

4



The assumptions used above to model qve j are consistent with how VULCAN-CFD models
the heat flux vector for thermally-equilibrated flows.

The Landau-Teller vibrational/translational energy relaxation process is modeled as

nm∑
m=1

ρm

(
e∗ve,m − eve,m

τm

)
=

nm∑
m=1

ρm

(
eve,m(Ttr) − eve,m(Tve)

τm

)
(19)

where nm is the number of vibrational modes (summed over all molecules), and τm is the
relaxation time of vibrational mode “m”. VULCAN-CFD computes this relaxation time
as a blend of two functional forms. The first is the generalized form of the semiempirical
correlation developed by Millikan and White2

τm ≈

∑ns
n=1

Yn
Wn

p
∑ns

n=1
Yn
Wn

(
exp

[
Amn

(
T
− 1

3
tr − Bmn

)
− 18.42

])−1 (20)

where the pressure, p, has units of atm. The coefficients Amn and Bmn are by default given
by the following formulas2

Amn = 1.16 × 10−3 µ
1
2
mn θ

4
3
v,m

Bmn = 0.015 µ
1
4
mn (21)

where θv,m is the characteristic vibrational mode temperature of mode “m”, and µmn is the
reduced molecular weight between species “n” and the molecule associated with mode “m”.

µm =
Wm Wn

Wm + Wn
(22)

The Millikan and White formula tends to be reasonably accurate for temperatures up to ap-
proximately 5000 K. At higher temperatures, this correlation tends to underestimate mea-
sured relaxation times, and Park’s3,4 expression for the vibrational relaxation time (shown
below) is often preferred.

τm ≈ (σm c̄m n)−1 (23)

Here, σm is the effective cross section (given in units of m2) for vibrational relaxation,3 c̄m

is the average velocity of the molecule corresponding to mode “m”, and n is the mixture
number density. These properties are obtained from the expressions below

σm = 3.0 × 10−21
(
50, 000

Ttr

)
(24)

c̄m =

(
8 Ru Ttr

π Wm

) 1
2

(25)

n = ρ NA

ns∑
n=1

Yn

Wn
(26)

where NA is the Avogadro constant. The final blended relaxation time used in Eq. 19 is
simply the sum of the Millikan & White and Park functional forms.
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The creation (or destruction) of vibrational energy due to chemical reactions is modeled
as

nm∑
m=1

ẇmD̂m ≈

nm∑
m=1

ẇm
(
Cpd eve,m

)
(27)

where D̂m denotes the vibrational energy per unit mass of the molecule associated with vi-
brational mode “m” that is created or destroyed at rate ẇm. The model used in Eq. 27 is
based on the concept of preferential dissociation, which assumes that a molecule is more
likely to dissociate if it is in a higher vibrational state (or conversely, atoms that recom-
bine are more likely to create molecules in a higher vibrational state). This implies that
D̂m should be larger than the average vibrational energy of the system. A value of Cpd

greater than unity produces the preferential dissociation effect where molecules in a higher
vibrational state are “preferentially” dissociated as compared to those in a lower vibrational
state.

The evaluation of finite rate chemical kinetics introduces complications when the gas is
not thermally equilibrated. In particular, the time scale associated with dissociative chem-
ical reactions is often comparable to the characteristic time associated with vibrational re-
laxation. This condition implies a potential coupling between the vibrational and chemical
finite rate processes. VULCAN-CFD utilizes the Park3,5 formulation to empirically model
this effect. The Park concept assumes that an appropriately weighted combination of the
translational/rotational and vibrational/electronic temperatures, i.e.,

T ∗ = Tα
tr T 1−α

ve , 0.5 ≤ α ≤ 0.7 (28)

can be used to characterize the reaction rate of dissociation reactions, while all other chem-
ical reaction classes (recombination, exchange, etc.) are assumed to be characterized by the
translational/rotational temperature.

3 Reynolds-Averaged Equations

The grid density required to resolve all of the relevant turbulent length scales prohibit a di-
rect numerical solution of the Navier-Stokes equations at high Reynolds numbers typical of
most applications of engineering interest. Instead, a more cost effective strategy is to work
with the time-averaged governing equations, which forms the basis of Reynolds-Averaged
Simulations (RAS). All details of the turbulent flowfield structure are lost in the time aver-
aging process, however, the information desired from a simulation is more often than not
limited to time-averaged properties. Thus, the time (or Reynolds) averaged equations are
usually sufficient provided that adequate models are chosen to close the resulting equation
set.

There are two types of variable decomposition methods that are frequently used to av-
erage the compressible flow equations. The first is the conventional time-averaged decom-
position, which for a random variable φ, is defined as

φ = φ̄ + φ
′

, φ̄ ≡ lim
∆t→∞

1
∆t

∫ to+∆t

to
φdt (29)
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and the second method is the Favré (or mass weighted) decomposition, which is convenient
for correlations involving the density.

φ = φ̃ + φ
′′

, φ̃ ≡
1
ρ̄

lim
∆t→∞

1
∆t

∫ to+∆t

to
ρφdt (30)

VULCAN-CFD employs a combination of the above decomposition procedures as shown
below.

ρ = ρ̄ + ρ
′

ui = ũi + u
′′

i P = P̄ + P
′

τi j = τ̄i j + τ
′

i j E = Ẽ + E
′′

H = H̃ + H
′′

qi = q̄i + q
′

i Ym = Ỹm + Y
′′

m ẇm = ¯̇wm + ẇ
′

m
eve = ẽve + e

′′

ve

(31)

Substituting the decomposed variables into the governing equations and averaging the result
yields the Reynolds-averaged equation set, i.e.,

∂ρ̄

∂t
+

∂

∂x j

(
ρ̄ũ j

)
= 0

∂

∂t
(ρ̄ũi) +

∂

∂x j

(
ρ̄ũiũ j + ρ̄ũ′′i u′′j

)
+

∂

∂x j

(
δi jP̄ − τ̄i j

)
= 0

∂

∂t

(
ρ̄Ẽ

)
+

∂

∂x j

(
ρ̄H̃ũ j + ρ̄H̃′′u′′j

)
+

∂

∂x j

(
q̄ j − τ̄i jũi − τi ju

′′

i

)
= 0

∂

∂t

(
ρ̄Ỹm

)
+

∂

∂x j

(
ρ̄Ỹmũ j + ρ̄Ỹ ′′mu′′j

)
+

∂

∂x j

(
ρ̄ỸmṼ (m)

j + ρY ′′mV (m)′′
j

)
= ¯̇wm (32)

and for flows in thermal nonequilibrium, the Reynolds-averaged vibrational/electronic en-
ergy equation utilized in VULCAN-CFD is provided by the equation below.

∂

∂t
(ρ̄ẽve) +

∂

∂x j

(
ρ̄ẽveũ j + ρ̄ẽ′′veu′′j

)
= −

∂q̄ve j

∂x j
+

nm∑
m=1

ρm

(
e∗ve,m − eve,m

τm

)
+

nm∑
m=1

ẇmD̂m (33)

The averaging process has introduced several higher-order correlations, which must be
modeled. The first is the Reynolds stress tensor (ρ̄ũ′′i u′′j ), which is typically modeled using
the Boussinesq approximation.

ρ̄ũ′′i u′′j =
2
3
δi j ρ̄k̃ − µt

(
2S̃ i j −

2
3
δi jS̃ kk

)
(34)

In the above expression, k̃ is the turbulent kinetic energy defined by

k̃ ≡
1
2

ũ′′i u′′i (35)

and µt is the eddy viscosity. The eddy viscosity is dependent on the properties of the turbu-
lent flow. This is in contrast to the molecular viscosity, which is a transport property of the
fluid. The eddy viscosity models available in VULCAN-CFD are described in Appendix D.

The time-averaged pressure is obtained from the perfect gas expression by neglecting
the impact of composition fluctuations on the mixture molecular weight, i.e.,

P̄ = ρRT ≈ ρ̄ R T̃ , R = Ru

ns∑
m=1

Ỹm

Wm
(36)
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and the time-averaged molecular stress tensor is approximated by evaluating the mixture
molecular viscosity based solely on mean values of temperature and composition, and ne-
glecting differences between the time-averaged and Favré-averaged velocity components.

τ̄i j = µ

(
∂ui

∂x j
+
∂u j

∂xi

)
−

2
3
δi jµ

∂uk

∂xk
≈ µ

(
∂ũi

∂x j
+
∂ũ j

∂xi

)
−

2
3
δi jµ

∂ũk

∂xk
(37)

These assumptions are valid very close to solid surfaces where the flow is pseudolaminar.
In these regions, the effects of turbulent fluctuations are small, and the time averages and
Favré averages are approximately equal. In fully turbulent regions, the assumptions made
here are less consequential, since the Reynolds stress tensor tends to dominate the molec-
ular stress tensor. Direct numerical simulation (DNS) data6 have given further support for
approximations of this type.

Using the definition of the turbulent kinetic energy, the Favré-averaged total energy and
enthalpy can be written as shown below.

Ẽ = ẽ +
1
2

(
ũiũi + 2k̃

)
H̃ = h̃ +

1
2

(
ũiũi + 2k̃

)
(38)

An expression for the Favré fluctuating component of the total enthalpy is obtained by
subtracting the mean total enthalpy from the instantaneous value as illustrated below.

H
′′

= h
′′

+ ũiu
′′

i +
1
2

(
u
′′

i u
′′

i − 2k̃
)

(39)

Given this expression, the correlation ρ̄H̃′′u′′j can be expanded to yield the following rela-

tionship for ρ̄H̃′′u′′j .

ρ̄H̃′′u′′j = ρ̄h̃′′u′′j + ρ̄ũiũ
′′

i u′′j + ρ̄k̃u′′j (40)

The first term is the Reynolds heat flux vector, which is modeled using the gradient diffusion
approximation, i.e.,

ρ̄h̃′′u′′j = −
µt

Prt

∂h̃
∂x j

(41)

where Prt is the turbulent Prandtl number. The second term is the dot product of the mean
velocity with the Reynolds stress tensor (which was modeled previously). The third term
represents the turbulent transport of the turbulent kinetic energy. The gradient diffusion
approximation is also used to model this term,

ρ̄k̃u′′j = −
µt

σk

∂k̃
∂x j

(42)

where σk is a closure coefficient that varies depending on the turbulence model employed.
The next term to be modeled is a molecular diffusion term. For incompressible flows, this
term is well approximated by the following expression,

∂

∂x j

(
τi ju

′′

i

)
≈

∂

∂x j

(
µ
∂k̃
∂x j

)
(43)
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and for compressible flows, it is assumed that the above relation is still a reasonable ap-
proximation.

As with the evaluation of the mean molecular stress tensor, the time average of the heat
flux vector is evaluated by replacing time-averaged quantities with Favré-averaged quanti-
ties, and ignoring the effects of temperature and composition fluctuations on the molecular
transport coefficients. If the effect of temperature fluctuations on the species enthalpies are
also neglected, then the mean heat flux vector is obtained from the following expression.

q̄ j = −λ
∂T̃
∂x j

− ρ̄D
ns∑

m=1

hm(T̃ )
∂Ỹm

∂x j
(44)

An analogous set of assumptions is applied to the heat flux vectors for flows in thermody-
namic nonequilibrium.

q̄ j = −λtr
∂T̃tr

∂x j
− λve

∂T̃ve

∂x j
− ρ̄D

ns∑
m=1

hm(T̃tr, T̃ve)
∂Ỹm

∂x j

q̄ve j = −λve
∂T̃ve

∂x j
− ρ̄D

ns∑
m=1

hve,m(T̃ve)
∂Ỹm

∂x j
(45)

The Reynolds mass flux vector, ρ̄Ỹ ′′mu′′j , is modeled via the gradient diffusion approxi-
mation

ρ̄Ỹ ′′mu′′j = −
µt

S ct

∂Ỹm

∂x j
(46)

where S ct is the turbulent Schmidt number. The molecular diffusion of mass is approx-
imated by ignoring the effects of turbulent fluctuations on the diffusion coefficient, and
neglecting gradients of Favré mass fraction fluctuations.

ρ̄ỸmṼ (m)
j + ρY ′′mV (m)′′

j = ρD
∂Ỹm

∂x j
+ ρD

∂Y ′′m
∂x j

≈ ρ̄D
∂Ỹm

∂x j
(47)

The same approximation used to close the Reynolds heat flux vector is also used to close
the Reynolds vibrational/electronic energy flux vector, ρ̄ẽ′′veu′′j ,

ρ̄ẽ′′veu′′j = −
µt

Prt

∂ẽve

∂x j
(48)

and the time-averaged vibrational/translational energy relaxation source term is approxi-
mated by neglecting the effect of temperature fluctuations on the species specific heats, and
ignoring the influence of turbulent fluctuations on the relaxation time.

nm∑
m=1

ρm

(
e∗ve,m − eve,m

τm

)
≈

nm∑
m=1

ρ̄m

(
eve,m(T̃tr) − eve,m(T̃ve)

τm(P̄, T̃tr, Ỹm)

)
(49)

A Reynolds decomposition of the time-averaged species production rates ( ¯̇wm) yields a
preponderance of terms, most of which are unknown higher-order correlations. Thus, there
is little hope for developing closure models for all of the individual correlations that are
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present. Many advanced turbulence-chemistry models have been proposed over the years
to close this term,7–10 but to date these formulations have not significantly outperformed the
laminar chemistry approximation for practical supersonic combustion applications, which
can be expressed in the form shown below.

¯̇wm ≈ ẇm(T̃ , ρ̄m) (50)

A laminar approximation is also employed for the chemical source term present in the
vibrational/electronic energy equation.

nm∑
m=1

ẇmD̂ ≈
nm∑

m=1

ẇm(T̃tr, T̃ve, ρ̄m)
(
Cpd eve,m(T̃ve)

)
(51)

A rudimentary turbulence-chemistry closure model is available in VULCAN-CFD based
on the eddy breakup concept of Magnussen and Hjertager.11 Models based on this concept
address the turbulence closure problem by assuming that the rate of reaction is limited by
the rate of mixing between fuel and oxygen carrying eddies, rather than on chemical kinetic
time scales. In regions of high turbulence levels, the eddy lifetime is short, leading to large
eddy dissipation rates and more rapid mixing. Models based on this concept correlate this
phenomenon to higher reaction rates. The Magnussen and Hjertager model is applicable to
irreversible reactions only, and applies to the following single-reaction step for fuel and air

ν f fuel + νa air ⇒ νp product (52)

where the stoichiometric coefficients are related to the constituent molecular weights (Wm)
and the stoichiometric air-to-fuel mass ratio, (air/ f uel)st. The expressions that define the
stoichiometric coefficients are provided below.

ν f = 1.0 , νa =
W f

Wa

(
air
f uel

)
st
, νp =

W f

Wp

[ (
air
f uel

)
st

+ 1.0
]

(53)

Given these definitions, the chemical source term of species “m” (where m represents either
fuel, air, or product) can be written as

¯̇wm = νm Wm
A
τt

MIN
[
ρ̄ f

ν f W f
,

ρ̄a

νaWa
,

B ρ̄p

νpWp

]
(54)

where τt is the turbulent time scale (turbulence model specific) and A, B are closure coef-
ficients. The first two terms within the MIN function are intended for nonpremixed com-
bustion regions, where the turbulent eddies mix fuel and air into the reaction zones. The
third term in the MIN function is intended for premixed combustion scenarios, where the
turbulent eddies mix cold reactants with hot products in the reaction zones. This model is an
attractive option from a computational viewpoint, as it offers a quick turnaround time com-
pared with true finite rate models that require the tracking of numerous chemical species.
Moreover, the use of a single time scale for chemical reaction (τt) alleviates much of the
stiffness associated with more complex chemical systems. However, one must be cognizant
of the fact that this model correlates chemical processes with turbulent mixing. Conse-
quently, it cannot be used to predict finite rate effects like blowout limits or combustor
ignition characteristics.
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4 Spatially-Filtered Equations

The development of Reynolds-averaged closures with sufficient accuracy to satisfy the de-
mands of the aerospace industry has proven to be an elusive endeavor. Moreover, numerical
simulations are increasingly being utilized for flows that are fundamentally unsteady (e.g.,
flow control or pulsed fuel injection). For unsteady applications, the use of the Reynolds-
averaged equations is dubious unless all unsteady scales of interest are known to be signif-
icantly larger than the largest turbulence scales present. A reasonable approach to address
either of these scenarios is to consider the spatially-filtered equation set. Spatial filtering
relies on the explicit removal of the smallest scales of turbulent motions using a low pass
filtering operator, so that only length scales smaller than this value must be modeled. This
approach is the basis for Large Eddy Simulations (LES). In LES, the filter width (∆) is in-
tended to correspond to a length scale within the inertial range of the turbulence spectrum;
a choice that typically removes about 20% (or less) of the turbulent kinetic energy.12 Given
that only the smaller scales are removed by filtering, with their energetic content small com-
pared to those resolved numerically, the hope is that any errors incurred in modeling will
have a small impact on the resolved turbulence motions. Moreover, the smaller turbulence
scales should be less dependent on the specifics of the geometry than the larger scales. As
a result, one can reasonably expect that models developed for only the smallest scales of
turbulence will be more universal than those developed for the entire range of scales.

The filtering operation involves a convolution integral of the form

φ̄ =

∫ +∞

−∞

G(x′ − x) φ dx′ (55)

where φ̄ is the filtered value of some quantity φ, and G(x′ − x) denotes a filter function with
the following properties:

• temporally invariant
[
G(x′ − x) , f (t)

]
• positive definite [G(x′ − x) ≥ 0 for all x]

• symmetric [G(x′ − x) = G(x − x′)]

• localized [G(x′ − x)→ 0, for x − x′ & ∆/2]

• constant preserving
[∫ +∞

−∞
G(x′ − x) dx′ = 1

]
A Favré filtered quantity can also be defined in a manner analogous to that used for the
Reynolds-averaged equation set, i.e.,

φ̃ =
ρφ

ρ̄
(56)

to simplify the notation for variable density flows. The application of the filtering operation
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to the governing equations results in the following spatially-filtered equation set,

∂ρ̄

∂t
+

∂

∂x j

(
ρ̄ũ j

)
= 0

∂ρ̄ũi

∂t
+

∂

∂x j

(
ρ̄ũiũ j +

[
ρ̄ũiu j − ρ̄ũiũ j

])
+

∂

∂x j

(
δi jP̄ − τ̄i j

)
= 0

∂ρ̄Ẽ
∂t

+
∂

∂x j

(
ρ̄H̃ũ j +

[
ρ̄H̃u j − ρ̄H̃ũ j

])
+

∂

∂x j

(
q̄ j − τ̄i jũi −

[
τi jui − τ̄i jũi

])
= 0

∂ρ̄Ỹm

∂t
+

∂

∂x j

(
ρ̄Ỹmũ j +

[
ρ̄Ỹmu j − ρ̄Ỹmũ j

])
+

∂

∂x j

(
ρ̄ỸmṼ (m)

j +

[
ρYmV (m)

j − ρ̄ỸmṼ (m)
j

])
= ¯̇wm

(57)

and for thermal nonequilibrium flows, the spatially-filtered form of the vibrational/electronic
energy equation utilized in VULCAN-CFD is provided by the equation below.

∂ρ̄ẽve

∂t
+

∂

∂x j

(
ρ̄ẽveũ j +

[
ρ̄ẽveu j − ρ̄ẽveũ j

])
= −

∂q̄ve j

∂x j
+

nm∑
m=1

ρm

(
e∗ve,m − eve,m

τm

)
+

nm∑
m=1

ẇmD̂m

(58)

The terms within the square brackets represent the small scale information lost during the
filtering operation, and are often referred to as the SubGrid Scale (or SGS) terms. This
equation set is structurally similar to the Reynolds-averaged equations (see Eqs. 32 and 33),
an observation that also carries over to the closure functions for the SGS terms. For instance,
the SGS stress tensor is typically modeled via the Boussinesq relationship[

ρ̄ũiu j − ρ̄ũiũ j
]

=
2
3
δi j ρ̄k̃ − µsgs

(
2S̃ i j −

2
3
δi jS̃ kk

)
(59)

where k̃ is the subgrid turbulent kinetic energy,

k̃ ≡
1
2

(
ũiui − ũiũi

)
(60)

and µsgs is the subgrid viscosity. The subgrid viscosity, like the eddy viscosity for the
Reynolds-averaged equations, is intended to dissipate the turbulence energy that is not re-
solved by the simulation. Hence, the role of the subgrid viscosity is to dissipate only the
smallest turbulence scales that are not resolved by the grid. This behavior is realized by
defining the subgrid viscosity length scale to be a quantity proportional to the filter width,
∆. The various subgrid viscosity models available in VULCAN-CFD are described in Ap-
pendix E.

The Favré-filtered total energy and enthalpy are defined by the following expressions,

Ẽ = ẽ +
1
2

(
ũiũi + 2k̃

)
H̃ = h̃ +

1
2

(
ũiũi + 2k̃

)
(61)

allowing the subgrid term involving the total enthalpy to be decomposed as[
ρ̄H̃u j − ρ̄H̃ũ j

]
=

[
ρ̄h̃u j +

1
2
ρ̄ũiuiu j − ρ̄

(
h̃ +

1
2

(
ũiũi + 2k̃

))
ũ j

]
(62)
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where the ρ̄ũiuiu j correlation can be further decomposed to the form shown below.

1
2
ρ̄ũiuiu j =

1
2
ρ̄ũiuiũ j +

[
1
2
ρ̄ũiuiu j −

1
2
ρ̄ũiuiũ j

]
(63)

The subgrid terms that appear in these expressions are modeled via the gradient diffusion
approximation, i.e., [

ρ̄h̃u j − ρ̄h̃ũ j
]

= −
µsgs

Prsgs

∂h̃
∂x j[

1
2
ρ̄ũiuiu j −

1
2
ρ̄ũiuiũ j

]
= −

µsgs

σk

∂k̃
∂x j

(64)

as are the subgrid mass flux and vibrational/electronic energy flux vectors.[
ρ̄Ỹmu j − ρ̄Ỹmũ j

]
= −

µsgs

S csgs

∂Ỹm

∂x j[
ρ̄ẽveu j − ρ̄ẽveũ j

]
= −

µsgs

Prsgs

∂ẽve

∂x j
(65)

In the expressions above, Prsgs and S csgs are the subgrid Prandtl and Schmidt numbers,
respectively. The species chemical production rates and the source terms in the vibra-
tional/electronic energy equation are closed via a laminar closure assumption.

¯̇wm ≈ ẇm(T̃ , ρ̄m)

nm∑
m=1

ρm

(
e∗ve,m − eve,m

τm

)
≈

nm∑
m=1

ρ̄m

(
eve,m(T̃tr) − eve,m(T̃ve)

τm(P̄, T̃tr, Ỹm)

)
nm∑

m=1

ẇmD̂ ≈
nm∑

m=1

ẇm(T̃tr, T̃ve, ρ̄m)
(
Cpd eve,m(T̃ve)

)
(66)

The closures for the remaining terms are analogous to those used for the Reynolds-averaged
equation set.

P̄ = ρRT ≈ ρ̄ Ru
ns∑

m=1

Ỹm

Wm
T̃

τ̄i j ≈ µ

(
∂ũi

∂x j
+
∂ũ j

∂xi

)
−

2
3
δi jµ

∂ũk

∂xk

∂

∂x j

[
τi jui − τ̄i jũi

]
≈

∂

∂x j

(
µ
∂k̃
∂x j

)
q̄ j ≈ −λtr

∂T̃tr

∂x j
− λve

∂T̃ve

∂x j
− ρ̄D

ns∑
m=1

hm(T̃tr, T̃ve)
∂Ỹm

∂x j

q̄ve j ≈ −λve
∂T̃ve

∂x j
− ρ̄D

ns∑
m=1

hve,m(T̃ve)
∂Ỹm

∂x j

ρ̄ỸmṼ (m)
j +

[
ρY ′′mV (m)′′

j − ρ̄ỸmṼ (m)
j

]
≈ ρ̄D

∂Ỹm

∂x j
(67)
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5 Hybrid RAS/LES Closures

The LES approach for turbulence closure attempts to resolve the large scale components
of turbulence while modeling the smaller scales. Given that most of the transport of mass,
momentum, and energy is carried out by the large eddies, this strategy has the potential to
remove most of the burden suffered by RAS closures that must model the entire range of
turbulence scales. Unfortunately, the computational cost of LES often prohibit its use as an
engineering tool for practical applications that involve attached wall boundary layer flows.
In attached flow regions, the range of turbulence scales near the surface is greatly reduced,
requiring grid densities (locally) approaching that required for DNS in order to resolve a
significant fraction of the turbulence. This observation has fueled the development of hybrid
approaches that attempt to utilize RAS in regions where the turbulence closure models are
expected to be adequate (e.g., attached boundary layer flows), and only resort to a scale-
resolving strategy in regions of the flow where the accuracy of RAS is likely to break down
(e.g., free shear flows and regions of massive flow separation). A comparison of the LES and
RAS equations reveals that the two equation sets share the same overall structure allowing
for a plethora of options for blending LES and RAS into a single modeling strategy for
complex flows of engineering interest.

Spalart et al.13 proposed a hybrid methodology they refer to as Detached Eddy Sim-
ulation (DES), in which a RAS closure is invoked near solid surfaces where the flow is
attached, and a grid resolution dependent SGS closure is invoked for separated (detached)
flow regions. The original DES concept was built around the Spalart Allmaras one-equation
turbulence model, where the transition to an SGS closure was accomplished by altering the
length scale that appears in the turbulent transport equation of ν̃ (see Appendix D). The
base RAS model uses the wall distance, d, as the turbulence length scale. The DES model
replaces this length scale with the minimum of d and the DES filter width defined as

∆DES = CDES Ψ ∆max , ∆max = MAX
[
∆x , ∆y , ∆z

]
(68)

where CDES is an empirical constant, and Ψ is a low Reynolds number correction defined
by the expression below.

Ψ2 = MIN

102 ,
1 −

cb1
cw1κ

2 f ∗w

[
ft2 + fv2

(
1 − ft2

)]
fv1 MAX

[
10−10 , 1 − ft2

]
 (69)

The quantity f ∗w represents the equilibrium value of the function fw in the Spalart Allmaras
closure, and takes on the value of 0.424. The DES approach was later extended to a two-
equation (Menter k-ω) formulation by Strelets.14 The two-equation DES formulation re-
places the RAS turbulence length scale that appears in the destruction term of the turbulent
kinetic energy equation, i.e.,

Ckd ρ̄ k̃ ω̃ ≡ Ckd ρ̄
k̃

3
2

l̃
, l̃ ≡

√
k̃

Ckd ω̃
(70)

with the DES length scale defined by the following expression.

l̂ = MIN
[
l̃ , ∆DES

]
(71)
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In principle, this modification can be made to convert any two-equation RAS model to a
DES formulation, so this option can be invoked with any of the linear k-ω models (Menter-
BSL, Menter-SST, Wilcox-1998, and Wilcox-2006) that are available in VULCAN-CFD.
However, the low Reynolds number modification (Ψ) is only applied in VULCAN-CFD
when the Spalart Allmaras model is chosen as the base RAS model.

A major drawback to the original DES approach that was highlighted from the formu-
lation’s inception appears when the grid is locally refined in multiple directions in regions
not intended to be scale-resolved. This scenario often arises where grid refinement is re-
quired in some region of high geometric curvature or near junctures where multiple solid
surfaces coalesce. Given that the DES transition criteria (Eq. 71) directly compares the
RAS length scale to the maximum grid cell length, the eddy viscosity may be substantially
reduced in the boundary layer if the grid is locally refined in all directions with no mecha-
nism to transfer the modeled turbulence energy into resolved energy. In this scenario, the
flow effectively relaminarizes, corrupting the properties of the turbulent boundary layer. As
a result, the early successes of the original DES formulation typically involved flow ap-
plications with relatively simple geometries where this set of circumstances can often be
avoided. This can represent a severe limitation, however, for complex flow applications
where local refinements are often unavoidable.

Based on this observation, one would prefer to base the blending strategy on local flow
properties as well as grid spacing to take some of the burden away from the grid generation
process. The intended use of DES was to have the model act in RAS mode for attached wall-
bounded flow regions and blend into an LES formulation for detached (separated or free
shear) flow regions. This scenario is quite similar to what Menter15 faced in his work toward
blending the k-ω and k-ε models. Menter sought to develop a single RAS turbulence model
that retained the robustness and accuracy of the Wilcox k-ωmodel for wall-bounded viscous
regions, while enforcing a k-ε model away from solid surfaces to avoid the undesirable
dependence of k-ω model results on freestream values of ω. To achieve this goal, Menter
linearly combined the k-ω and k-ε model equations with a blending function designed to
yield a value of 1 near solid surfaces, and rapidly transition to 0 in the outer portion of
the boundary layer and regions of free shear. This idea was adapted to provide a hybrid
RAS/LES framework,16 with a variety of advancements documented in subsequent research
efforts.17,18 The motivation behind the development of this hybrid RAS/LES framework is
twofold. First, the blending of two independent RAS and LES closure models offers the
flexibility of having an optimized set of closure equations for both RAS and LES modes.
The second (and more critical) driving factor was the desire to alleviate the difficulties
associated with the design of grid topologies that are appropriate for purely grid dependent
blending paradigms. The details of this hybrid RAS/LES framework (as implemented in
VULCAN-CFD) are provided in Appendix F.

Several modifications to the basic DES concept have also been proposed by the DES
research community to address the shortcomings of the original formulation (including the
major one described above). The most recent incarnation of the DES formulation is termed
Improved Delayed Detached Eddy Simulation (IDDES). The original Shur et al.19 IDDES
formulation (see Appendix G) is available in VULCAN-CFD for use with the Spalart All-
maras one-equation RAS model or any linear two-equation RAS model. The low Reynolds
number modification to the DES length scale20 is applied when the Spalart Allmaras model
is chosen as the base RAS model, but VULCAN-CFD does not currently permit the use of
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IDDES for two-equation closures with low Reynolds number corrections.

6 Boundary Layer Bleed Models

The ability to control or modify boundary layers is an important issue for many aerospace
applications. One of the primary boundary layer control techniques involves the removal
of the low momentum flow adjacent to the wall via a bleed system. This has the effect of
moving high momentum flow closer to the surface, resulting in a boundary layer that is
more resistant to separation. The direct simulation of boundary layer bleed systems is not a
trivial task. Bleed systems are characterized by porous surfaces that are composed of many
(on the order of hundreds or more) discrete flow passages. These passages are typically
small relative to the boundary layer thickness so that it is often intractable to resolve each
of them discretely. To overcome this, models have been developed to account for the effects
of bleed on the flow, without resorting to resolving all of the geometric details of the porous
wall.

The common practice in effusion modeling21,22 is to enforce bleed/effusion via the spec-
ification of a boundary condition. This strategy forces the dependent variables at all grid
cell faces attached to the bleed surface to be set to some averaged state that matches the
desired effusion flow rate. VULCAN-CFD uses a different approach23 where the bound-
ary layer effusion is accomplished through the introduction of source (or sink) terms in the
grid cells adjacent to the bleed region of interest. The source terms account for the flux of
mass, momentum, and energy of the fluid flow passing through the bleed passages without
requiring an averaging operator to relate these fluxes to an effective flux across the entire
cell area. This approach allows the surface boundary condition (e.g., slip wall, isothermal
wall, adiabatic wall) to remain unchanged in the presence of bleed and is consistent with
the observation that the porosity of practical bleed systems is relatively small (typically on
the order of 20% or less). In other words, from a macroscopic viewpoint, the bleed region
would appear mostly as a solid surface. Another advantage of accounting for bleed via
source terms is that it offers a direct path to add empirical models for turbulent (or viscous)
effects.

The source terms added to the governing equations are expressed as

continuity → ṁh · Ym
h (72)

momentum → ṁh · ui
h + Ai

h (Ph − Pw)

energy → ṁh · Hh

where ṁh is the mass flow rate through the bleed holes associated with a given bleed cell
interface, Ym

h is the mass fraction of species “m” passing through the bleed holes, and (ui
h,

Ph, Hh) are the velocity components, pressure, and total enthalpy of the bleed hole fluid.
The inclusion of the wall pressure (Pw) in the source term for the momentum equations is
meant to remove the flux contribution from the surface pressure acting on the portion of the
surface occupied by the bleed orifices (erroneously introduced when evaluating the inviscid
fluxes). Two different effusion formulations are available in VULCAN-CFD to determine
the bleed hole properties (ṁh, Ym

h , ui
h, Ph, and Hh). One formulation is due to Doerffer and

Bohning,21 and the other is a formulation developed by Slater.22 Both bleed models are
described in Appendix H.
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The final aspect of the effusion model framework is the inclusion of a plenum (mod-
eled as a control volume) to balance the flow rates entering (or exiting) the computational
domain with those exiting (or entering) from some external source. The process is shown
schematically in Fig. 1.

Figure 1: Schematic of effusion process including the plenum (modeled as a control vol-
ume).

The plenum properties, which are required for both effusion models described above,
are determined by considering the balance of flow rates entering and exiting the plenum

d
dt

(
ρp

)
=

1
Vp

ṁbleed +

ncells∑
n=1

ṁh

 (73)

where ncells is the number of grid cells in the computational domain that interface with the
plenum, ρp is the plenum fluid density, Vp is the plenum volume, and ṁbleed is the specified
effusion flow rate exiting (or entering) the plenum. The sign convention for the mass flow
rate is positive for flow exiting the plenum and negative for flow entering the plenum. In
a similar fashion, the energy (Ep) and composition (Ym

p ) of the plenum gas are determined
from the following relationships.

d
dt

(
ρpEp

)
=

1
Vp

ṁbleed · H +

ncells∑
n=1

ṁh · Hh

 (74)

d
dt

(
ρpYm

p

)
=

1
Vp

ṁbleed · Ym +

ncells∑
n=1

ṁh · Ym
h

 (75)

The values for H and Ym are simply the current plenum values if flow is drawn out of the
plenum (ṁbleed > 0). If flow is supplied to the plenum (ṁbleed < 0), the values for H
and Ym must be specified. The integration of Eqs. 73, 74, and 75 are sufficient to describe
the thermodynamic state of the plenum. However, the plenum pressure is underrelaxed to
improve the robustness of the solution procedure, i.e.,

Pnew
p = r Pnew

p + (1 − r) Pold
p , (0 < r ≤ 1) (76)
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where r is the chosen relaxation parameter.

7 Performance Extraction Methods

The use of CFD for the design and analysis of propulsion systems often requires the ex-
traction of “one-dimensional” figures of merit (e.g., total pressure recovery, mixing and
combustion efficiency) from simulation data. The extraction of one-dimensional properties
from multidimensional simulation data is realized by applying some sort of data reduction
technique to a family of computational surfaces (or lines in two dimensions) as illustrated
in Fig. 2. The surfaces of interest will generally correspond to the crossflow planes of the
propulsion system flowpath. A variety of data reduction techniques exist for the extrac-
tion of performance measures from multidimensional data sets. However, certain aspects
of the multidimensional information are inevitably lost in the data reduction process. As a
result, the unique assumptions associated with a given approach should be well understood
to determine the best data reduction strategy for the intended purpose of the performance
extraction.

Figure 2: Surface of integration and the unit normal for the extraction of system perfor-
mance metrics.

One-dimensionalization techniques can be categorized as either a weighted or flux-
based approach. Weighted approaches can generally be expressed as

φ =

∫
φ w dA∫
w dA

(77)

where φ is the flow property to be one-dimensionalized, w is the weight factor, and A is
the area over which the integration is being performed. Popular choices for the weight fac-
tor are area weighting (w = 1) and mass flux weighting (w = ρ (~v · ~n)). The weighted
approaches are easy to implement, tend to yield 1-D properties that “visually” mimic the
original multidimensional data, and tend to maintain the qualitative physical features of the
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parent multidimensional flow (e.g., nondecreasing entropy changes). The dilemma with
these approaches is that the fluxes reconstructed from the weighted variables will, in gen-
eral, not match those from the multidimensional data set. As a result, this data reduction
approach is not well suited for coupling a multidimensional analysis with one-dimensional
engineering analysis tools. Flux-based approaches attempt to address this deficiency by
formulating a set of one-dimensional flow properties that recovers some specified set of
fluxes from the multidimensional data set. Popular flux-based approaches include: the Con-
served Mass/Momentum/Energy (CMME) method,24 Conserved Mass/Momentum/Energy
method with flow distortion,25,26 and the Conserved Mass/Energy/Entropy (CMES) method
(also referred to as the thermodynamic state average).27,28

The CMME method produces a set of uniform flow properties that satisfy the integral
relations for conservation of mass, momentum, and energy, i.e.,

f m
mass =

∫ [
ρ
(
~v · ~n

)
Ym

]
dA (78a)

~fmomentum =

∫ [
ρ
(
~v · ~n

)
~v + P ~n

]
dA (78b)

fenergy =

∫ [
ρ
(
~v · ~n

)
h◦

]
dA (78c)

where f represents the flux quantities being conserved, ρ is the mixture density, ~v is the
velocity vector, ~n is the unit vector normal to the surface of integration, Ym is the mass
fraction of species “m”, P is the static pressure, and h◦ is the total enthalpy (sum of the
static enthalpy and kinetic energy). The uniform flow properties that satisfy these integral
flux relations are defined based on the following expressions

f m
mass =

[
ρ
(
~v · ~n

)
Ym

]
A (79a)

~fmomentum =
[
ρ
(
~v · ~n

)
~v + P ~n

]
A (79b)

fenergy =
[
ρ
(
~v · ~n

)
h◦

]
A (79c)

where the bold-faced quantities denote one-dimensional properties. The equation set is
closed by introducing an equation of state, e.g., P = ρRT. This method results in a non-
linear system of coupled equations, and the procedure used to decode the one-dimensional
flow properties from this equation set is given in Appendix I. Note that the decomposi-
tion process for this methodology satisfies each individual component of the momentum
flux vector. As a result, this approach produces decomposed flow properties that are best
characterized as an effective uniform flow representation of the parent multidimensional
flowfield, rather than a true one-dimensionalization of the flowfield. In other words, the
decomposition process allows for the extraction of independent u, v, and w velocity com-
ponents without any user specified information about the desired (streamwise) direction of
the one-dimensionalized flowfield.

The CMME method with the Langley distortion methodology25 satisfies the same flux
expressions given in Eq. 78, but additional flux relations are introduced to provide infor-
mation on the impact of multidimensional effects (i.e., flow distortion). The additional
flux relations are the mass flux weighted kinetic energy components,

∫
ρ (~v · ~n) u2 dA,
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∫
ρ (~v ·~n) v2 dA,

∫
ρ (~v ·~n) w2 dA, and the pressure force components,

∫
P ~n dA. This addi-

tional information simplifies the decomposition process, since the velocity (via the kinetic
energy components) and the pressure are readily available, but results in an overconstrained
system of equations. Additional unknowns (distortion parameters) are introduced to allow
the uniform flow properties to simultaneously satisfy these constraints and the desired con-
servation relationships (Eq. 78). The uniform flow properties obtained from the Langley
distortion methodology satisfy the following expressions,

f m
mass =

[
ρ
(
~v · ~n

)
η1Ym

]
A (80a)

fmomentum =
[
ρ
(
~v · ~n

)
η2

(
~v · ~n

)
+ η4 Pref

]
A (80b)

fenergy =
[
ρ
(
~v · ~n

)
η1

(
h + η3

(
~v · ~n

)2
/2

)]
A (80c)

where

η1 =

∫
ρ
(
~v · ~n

)
dA

ρ
(
~v · ~n

)
A

(81a)

η2 =

∫
ρ
(
~v · ~n

) (
~v · ~n

)
dA

ρ
(
~v · ~n

) (
~v · ~n

)
A

(81b)

η3 =

(
~v · ~v

)(
~v · ~n

)2 (81c)

η4 =
P

Pref
(81d)

define the distortion parameters that appear. In principle, Pref can be tailored to force the
pressure to follow a desired thermodynamic path (e.g., a path that recovers the entropy flux
from the parent multidimensional flowfield). In practice, however, η4 is typically defined
as unity (i.e., P = Pref). Note that the momentum equation (a vector expression) has been
reduced to a scalar equation by taking the dot product of this vector with the unit vector, ~n.
Hence, the resulting uniform flow properties represent a true one-dimensionalization of the
multidimensional parent flowfield with the flow direction dictated by the choice of this unit
vector. It can be shown that this methodology (with η4 = 1) results in uniform properties
that are analogous to those obtained based on the following operations:

• Area weighting the pressure (using the area projection perpendicular to the 1-D di-
rection, i.e., w = ~n · ~n)

• Mass flux weighting the mean kinetic energy components

• Mass flux weighting the static enthalpy

• Thermodynamic closure with an equation of state

The CMME method with the Air Force Research Laboratory (AFRL) distortion method-
ology26 is similar to the Langley distortion method discussed above. In this approach, the
pressure force components (

∫
P ~n dA) must be supplied in addition to the flux expressions
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given in Eq. 78. The uniform flow properties obtained from this distortion methodology
satisfy the following expressions,

f m
mass =

[
ρ
(
~v · ~n

)
η1Ym

]
A (82a)

fmomentum =
[
ρ
(
~v · ~n

)
η1

(
~v · ~n

)
+ P

]
A (82b)

fenergy =
[
ρ
(
~v · ~n

)
η1

(
h + η2

(
~v · ~n

)2
/2

)]
A (82c)

where

η1 =

∫
ρ
(
~v · ~n

)
dA

ρ
(
~v · ~n

)
A

(83a)

η2 =

(
~v · ~v

)(
~v · ~n

)2 (83b)

define the distortion parameters that appear. Note that the momentum equation has been
reduced to a scalar equation by taking the dot product of this vector with the unit vector,
~n. As a result, the uniform flow properties extracted by this method represent a true one-
dimensionalization of the multidimensional parent flowfield with the flow direction dictated
by the choice of this unit vector. It can be shown that this methodology results in uniform
properties that are analogous to those obtained based on the following operations:

• Area weighting the pressure (using the area projection perpendicular to the 1-D di-
rection, i.e., w = ~n · ~n)

• Mass flux weighting the velocity components

• Mass flux weighting the static enthalpy

• Thermodynamic closure with an equation of state

The CMES method (or thermodynamic state average) was first introduced by Rig-
gins et al.27,28 The primary motivation behind this method was to address the deficien-
cies of the existing conserved-flux approaches as related to violations of the second law
of thermodynamics. The CMME method (with or without distortion effects) introduces an
entropy increase due solely to the “mixing loss” associated with the one-dimensionalization
process. The CMES method attempts to rectify this problem by explicitly conserving the
entropy flux obtained from the parent multidimensional flowfield,

fentropy =

∫ [
ρ
(
~v · ~n

)
s
]

dA (84)

and as a result, this method provides uniform flow properties that satisfy the integral rela-
tions for conservation of mass, energy, and entropy.

f m
mass =

[
ρ
(
~v · ~n

)
Ym

]
A (85a)

fenergy =
[
ρ
(
~v · ~n

)
h◦

]
A (85b)

fentropy =
[
ρ
(
~v · ~n

)
s
]

A (85c)
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The conservation of these fluxes ensures equivalency of mass addition, heating, and ir-
reversible losses between the parent multidimensional flowfield and the one-dimensional
flowfield. This statement holds regardless of the level (or type) of flow distortion that may
be present because changes in mass, total enthalpy, and entropy are not influenced by flow
distortion. Changes in these fluxes can only occur due to mass and/or heat addition (or
extraction) and irreversible phenomena. The momentum flux, on the other hand, is affected
by flow distortion, and its impact on the stream-thrust is accounted for in this method via
the introduction of a single distortion parameter, η. This distortion parameter is defined
in a manner that forces a match between the multidimensional stream-thrust and the one-
dimensional value.∫ [

ρ
(
~v · ~n

)
~v + P ~n

]
· ~n dA = η

[
ρ
(
~v · ~n

) (
~v · ~n

)
+ P

]
A (86)

Similar to the distortion methodologies described previously, the uniform flow properties
that result from this method represent a true one-dimensionalization of the multidimen-
sional simulation data, and the amount of distortion that is present in the flow is influenced
by the choice of the unit vector, ~n. The procedure used to decode the one-dimensional flow
properties for the CMES approach is given in Appendix I.
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Appendix A

Thermodynamic Properties

The species thermodynamic properties are evaluated based on polynomial curve fits as
a function of temperature.29,30 The specific heat at constant pressure is evaluated from the
following polynomial

Cpm =
Ru

Wm

(
a1T−2 + a2T−1 + a3 + a4T + a5T 2 + a6T 3 + a7T 4

)
(A1)

where an is a set of constants used to fit the thermodynamic property over some specified
temperature range. The enthalpy of species “m” is defined by

hm =

∫ T

T ◦
CpmdT + ∆h fm (A2)

where T ◦ is the reference temperature chosen for the thermodynamic data (298.15 K) and
∆h fm is the enthalpy of formation for species “m”. Given this definition, a polynomial fit
for the species enthalpy can be obtained via integration of Eq. A1 to yield

hm =
RuT
Wm

(
−a1T−2 + a2T−1 ln T + a3 + a4

T
2

+ a5
T 2

3
+ a6

T 3

4
+ a7

T 4

5
+ b1

)
(A3)

where the integration constant b1 is defined such that the enthalpy of formation is recovered
when hm is evaluated at the reference temperature.

hm
(
T ◦

)
= ∆h fm (A4)

The sensible entropy (defined at a reference pressure, P◦, of one bar) is given by the fol-
lowing thermodynamic relationship

sm =

∫ T

T ◦

Cpm

T
dT + ∆s fm (A5)

where ∆s fm is the entropy of formation for species “m”. The substitution of Eq. A1 into this
expression results in the following polynomial fit for the sensible entropy of species “m”

sm =
Ru

Wm

(
−a1

T−2

2
− a2T−1 + a3 ln T + a4T + a5

T 2

2
+ a6

T 3

3
+ a7

T 4

4
+ b2

)
(A6)

where the integration constant b2 is defined such that the entropy of formation is recovered
when sm is evaluated at the reference temperature.

sm
(
T ◦

)
= ∆s fm (A7)

The evaluation of the chemical reaction equilibrium constants requires the sensible Gibbs
free energy of each species and is obtained from the following thermodynamic relationship

gm = hm − T sm (A8)
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where gm is the Gibbs free energy of species “m”.
The two-temperature thermal nonequilibrium formulation, together with the assump-

tion that the translational and rotational energy modes are fully excited (implying that their
specific heats are independent of temperature), allows the polynomial fits described above
to be utilized for the simulation of flows in thermal nonequilibrium. This greatly simplifies
the thermodynamic relationships as compared with nonequilibrium formulations that per-
mit additional degrees of freedom. For instance, the vibrational/electronic heat capacities
for species “m” can be obtained by simply evaluating the polynomial fit for the species
specific heat with the vibrational/electronic temperature, and subtracting out the constant
translational and rotational mode contributions.

Cpve,m = Cpm(Tve) − Cptr,m (A9)

Similarly, the vibrational/electronic enthalpy and sensible entropy for each species can be
obtained by evaluating the polynomial fit for enthalpy using the vibrational/electronic tem-
perature and subtracting out the translational and rotational mode portions.

hvem = hm(Tve) − Cptr,m

(
Tve − T ◦

)
− ∆h fm (A10)

svem = sm(Tve) − Cptr,m ln
(Tve

T ◦

)
− ∆s fm (A11)

Finally, the nonequilibrium expression for the enthalpy and entropy of each species is ob-
tained by simply summing the contributions from the translational/rotational and vibra-
tional/electronic modes.

hm = htrm + hvem = Cptr,m

(
Ttr − T ◦

)
+ ∆h fm + hvem (A12)

sm = strm + svem = Cptr,m ln
(Ttr

T ◦

)
+ ∆s fm + svem (A13)
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Appendix B

Transport Properties

The transport properties (µ, λ, and D) depend primarily on temperature and composi-
tion. The procedure for evaluating these quantities is to first compute the individual species
values (as a function of temperature), and then combine the species coefficients to obtain a
mixture-averaged value using an empirical relationship.

In VULCAN-CFD, the species molecular viscosity is evaluated using either the viscos-
ity law of Sutherland31 or the polynomial fit of McBride.29,30 The functional form of the
Sutherland law can be written as

µm

µ◦
=

(
T
T ◦µ

) 3
2 T ◦µ + S µ

T + S µ
(B1)

where µ◦, T ◦µ , and S µ are the reference viscosity, reference temperature, and Sutherland
coefficient of species “m”, respectively. The McBride polynomial utilizes the following
functional form

ln (µm) = a1 ln T + a2T−1 + a3T−2 + a4 (B2)

where where an is a set of constants used to fit the transport property over some specified
temperature range. The individual species viscosity coefficients are then combined using
the Wilke32 formula to yield the mixture-averaged molecular viscosity shown below.

µ =

ns∑
m=1

µmXm

 ns∑
n=1

GmnXn

−1

(B3)

Here, Xm is the mole fraction of species “m”, and Gmn is given by the following expression.

Gmn =

[
1 +

(
µm
µn

) 1
2
(

Wn
Wm

) 1
4

]2

(2)
3
2
[
1 +

(
Wm
Wn

)] 1
2

(B4)

The thermal conductivity of each species is also evaluated using either the Sutherland
or McBride functional forms. The Sutherland law for thermal conductivity is expressed as

λm

λ◦
=

(
T
T ◦λ

) 3
2 T ◦λ + S λ

T + S λ
(B5)

where λ◦, T ◦λ , and S λ are the reference thermal conductivity, reference temperature, and
Sutherland coefficient of species “m”. The McBride polynomial for thermal conductivity is
analogous in form to that used for the molecular viscosity.

ln (λm) = a1 ln T + a2T−1 + a3T−2 + a4 (B6)
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The mixture-averaged thermal conductivity is obtained through the use of the Mason and
Saxena33 formula, which can be written as

λ =

ns∑
m=1

λmXm

1.065
ns∑

n=1

(GmnXn) − 0.065Xm

−1

(B7)

where Gmn is the same quantity defined in Eq. B4. Alternatively, VULCAN-CFD allows
for the direct evaluation of the mixture-averaged thermal conductivity via the specification
of the Prandtl number.

λ =
µ

Pr
(B8)

The value of the diffusion coefficient is obtained by specifying the Schmidt number,

D =
µ

S c
(B9)

which assumes that the molecular diffusion coefficient is constant for all species, and is
consistent with the assumptions associated with the use of Fick’s law of diffusion.

The molecular viscosity only depends on the translational/rotational temperature, so for
thermodynamic nonequilibrium flows, this quantity is evaluated in the same manner as that
for flows in thermal equilibrium. However, the thermal conductivity contains independent
translational/rotational and vibrational/electronic contributions.

λm = λtr,m + λve,m (B10)

The vibrational/electronic thermal conductivity of each species is derived via the method
suggested by Eucken,34 which assumes that the molecular transport of the internal energy
modes (rotational, vibrational, and electronic) are not correlated with the velocity. As a
result, the molecular transport of the internal energy modes is similar to that of momentum
transport, allowing the vibrational/electronic thermal conductivity for species “m” to be
expressed in the following form.

λve,m = µm Cpve,m (B11)

The translational/rotational thermal conductivity for species “m” can then be obtained from

λtr,m = λm(Ttr) − µm Cpve,m(Ttr) (B12)

where the functional form for λm is the desired species conductivity model (e.g., the Suther-
land or McBride polynomial). The mixture-averaged conductivities for each of the energy
modes are then independently evaluated based on the mixture formula of Mason and Saxena
as described above.
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Appendix C

Finite Rate Chemistry Extensions

The computational cost associated with tracking a large number of reacting constituents
in a CFD simulation typically forces a reliance on reduced chemistry mechanisms. To
minimize the number of species that must be tracked, some reduced mechanisms relax the
requirement that the law of mass action utilize the stoichiometric coefficients when forming
the products of species concentration. In this scenario, the rate of reaction is formulated to
be proportional to the concentration of the species raised to some arbitrary power, which
provides an additional degree of freedom in the chemistry reduction process. Kinetic steps
constructed in this fashion are termed “arbitrary reaction order” reactions, and VULCAN-
CFD allows for chemical mechanisms that employ this feature. The molar production rate
of an arbitrary reaction order kinetic step (l) is expressed as(

ν
′′

ml − ν
′

ml

) k fl

ns+1∏
n=1

(
ρn

Wn

)ν∗′nl

− kbl

ns+1∏
n=1

(
ρn

Wn

)ν∗′′nl
 (C1)

where ν∗
′

nl and ν∗
′′

nl are the reaction orders provided by the reduced chemistry model.
VULCAN-CFD also includes allowances for pressure-dependent reactions. These re-

actions typically fall into two classes: unimolecular/recombination fall-off reactions and
chemically activated bimolecular reactions. In general, the reaction rate of unimolecu-
lar/recombination fall-off reactions increases with increasing pressure. In the low pressure
limit, a third body collision is needed to provide sufficient energy for the reaction to proceed,
while at high pressure the third body constituent is not required. The reaction rate of chemi-
cally activated bimolecular reactions, on the other hand, decreases with increasing pressure.
This kinetic process involves a competition in reaction pathways between the chemically
activated bimolecular reaction and a three-body recombination reaction. In the low pressure
limit, the chemically activated bimolecular reaction dominates, while the three-body recom-
bination reaction prevails at the high pressure limit. For both classes of pressure-dependent
reactions, the pure temperature-dependent Arrhenius reaction rate expressions are applica-
ble at the pressure limits, but in between these limits the rate expressions become more
complicated.

The pressure dependent reactions require standard Arrhenius reaction rate parameters
for both the low (L) and high (H) pressure limits.

kL
f = AL T bL

exp
(
−T L

a

T

)
, kH

f = AH T bH
exp

(
−T H

a

T

)
(C2)

The blending of these rates is then accomplished as follows

k f =

 kH
f

(
Pr

Pr+1

)
F, unimolecular/recombination fall-off reactions

kL
f

(
1

Pr+1

)
F, chemically activated bimolecular reactions

(C3)

where the reduced pressure, Pr, is defined as

Pr =
kL

f [M]

kH
f

(C4)
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and [M] is the molar concentration of the third body constituent. F is an empirical factor
to further control the blending between the low and high pressure limits. VULCAN-CFD
supports three functional forms for F. The simplest is the Lindemann form,35 where F is
simply chosen to be unity. The second is the SRI form,36 which defines F via the following
relationship

F = a4 T a5

[
a1 exp

(
−a2

T

)
+ exp

(
−T
a3

) ] 1
1+log2(Pr )

(C5)

where a1, a2, a3, a4, and a5 are input parameters that control the SRI blending mechanism.
The third is the Troe form,37,38 which defines F as

log(F) =

 1.0 +

(
log(Pr) − 0.4 − 0.67 log(Fc)

0.806 − 1.1762 log(Fc) − 0.14 log(Pr)

)2 −1

log(Fc) (C6)

where

Fc = (1 − a1) exp
(
−T
a2

)
+ (a1) exp

(
−T
a3

)
+ exp

(
−a4

T

)
(C7)

and a1, a2, a3, and a4 are the input parameters used to control the Troe blending formulation.
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Appendix D

Reynolds-Averaged Turbulence Closure Models

Closure models for the Reynolds-averaged equations vary in complexity from simple
algebraic (zero-equation) models, which require specification of a turbulent velocity and
length scale, to full second-order closures that involve transport equations for the Reynolds
stress tensor and flux vectors. Algebraic models have the advantage of being numerically
robust and easy to implement (at least for relatively simple geometries), however, they of-
ten require changes in their coefficients when applied to different classes of flows, and the
generalization of these models to complex geometries is not straightforward. Second-order
closures (in principle) can capture a more comprehensive subset of the turbulence physics
(e.g., effects of streamline curvature, rotation, swirl, stress anisotropy). Unfortunately, with
few exceptions, this modeling strategy has not been shown to consistently outperform the
more cost-effective eddy viscosity formulations. Moreover, the expense of a full second-
order closure for chemically reacting flows can quickly become unmanageable as the num-
ber of reacting constituents increases. Based on these observations, the turbulence closure
models offered in VULCAN-CFD are limited to two-equation models and “complete” (as
defined by Wilcox39) one-equation models.

D.1 Spalart Allmaras One-Equation Model

The Spalart Allmaras one-equation model40,41 solves a transport equation for the quantity
ν̃

∂ν̃

∂t
+ ũ j

∂ν̃

∂x j
=

1
σ

[
∂

∂x j

((
µ

ρ̄
+ ν̃

)
∂ν̃

∂x j

)
+ cb2

∂ν̃

∂x j

∂ν̃

∂x j

]
+ cb1

(
1 − ft2

)
Ŝ ν̃ −

(
cw1 fw −

cb1

κ2 ft2
) (

ν̃

d

)2
(D1)

and the eddy viscosity is related to this quantity as follows

µt = ρ̄ ν̃ fv1 (D2)

where fv1 is defined by the expression below.

fv1 =

(
ρ̄ν̃
µ

)3(
ρ̄ν̃
µ

)3
+ c3

v1

(D3)

The VULCAN-CFD implementation recasts the ν̃ equation in strong conservation law form
with the density placed inside of the outer-most derivative of the diffusion term.

∂

∂t
(ρ̄ν̃) +

∂

∂x j

(
ρ̄ũ jν̃

)
=

∂

∂x j

[(
µ

σ
+
ρ̄ν̃

σ

)
∂ν̃

∂x j

]
+ ρ̄

cb2

σ

∂ν̃

∂x j

∂ν̃

∂x j

+ ρ̄ cb1

(
1 − ft2

)
Ŝ ν̃ − ρ̄

(
cw1 fw −

cb1

κ2 ft2
) (

ν̃

d

)2
(D4)
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This treatment of the diffusion term recovers the original nonconservation law form for in-
compressible flows, while providing a formulation that mimics how most developers extend
their incompressible models to compressible flows. The remaining quantities are defined as

Ŝ =
(
2Ω̃i jΩ̃i j

) 1
2 + ν̃

(κd)2 fv2 fv2 = 1 −
(
ρ̄ν̃
µ

)
1+

(
ρ̄ν̃
µ

)
fv1

ft2 = ct3 exp
(
−ct4

(
ρ̄ν̃
µ

)2
)

fw = g
(

1+c6
w3

g6+c6
w3

) 1
6

g = r + cw2

(
r6 − r

)
r = MIN

[
ν̃

Ŝ (κd)2 , 10
]

(D5)

where d is the wall distance, Ω̃i j is the mean rotation rate tensor, i.e.,

Ω̃i j =
1
2

(
∂ũi

∂x j
−
∂ũ j

∂xi

)
(D6)

and the closure constants are provided below.

σ = 2
3 κ = 0.41 cb1 = 0.1355

cb2 = 0.622 cw2 = 0.3 cw3 = 2.0

cv1 = 7.1 ct3 = 1.2 ct4 = 0.5

cw1 =
cb1
κ2 +

1+cb2
σ

(D7)

Note that this model does not include a transport equation for the turbulent kinetic energy,
and as a result, all closure terms involving k̃ are neglected.

D.2 Menter k-ω Models

The Menter family of two-equation models42 blends the standard Launder-Sharma k-ε
(transformed to a k-ω formulation) with the 1988 version of the Wilcox k-ω model. The ba-
sic idea was to retain the favorable characteristics of the Wilcox model for attached bound-
ary layer flows, while mitigating the influence of specified freestream values of ω that has
historically plagued this model. The blended Menter model equations are obtained by mul-
tiplying the transformed k-ε equation set by (1−F1), the k-ω equation set by F1, and adding
the result. The resulting equations for the turbulent kinetic energy and the specific dissipa-
tion rate can be written as

∂

∂t

(
ρ̄k̃

)
+

∂

∂x j

(
ρ̄k̃ũ j

)
=

∂

∂x j

[(
µ +

µt

σk

)
∂k̃
∂x j

]
− ρ̄ũ′′i u′′j

∂ũi

∂x j
− Ckd ρ̄k̃ω̃

∂

∂t
(ρ̄ω̃) +

∂

∂x j

(
ρ̄ω̃ũ j

)
=

∂

∂x j

[(
µ +

µt

σω

)
∂ω̃

∂x j

]
− Cωp

(
Cµ ρ̄

µt

)
ρ̄ũ′′i u′′j

∂ũi

∂x j
− Cωd ρ̄ω̃

2

+ (1 − F1)
2
σεω

(
Cµ ρ̄

ω̃

)
∂k̃
∂x j

∂ω̃

∂x j
(D8)
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where the eddy viscosity for the baseline Menter model (Menter-BSL) is provided by the
expression below.

µt = Cµ ρ̄
k̃
ω̃

(D9)

If Cω represents any constant in the Wilcox k-ω model (i.e., 1/σωk , Cω
µ , . . .), and Cε repre-

sents any constant in the transformed k-ε model (i.e., 1/σεk, Cε
µ, . . .), then the corresponding

constant, C, in the blended two-equation model (i.e., 1
σk

, Ckd , . . .) is expressed by the fol-
lowing relationship.

C = F1 Cω + (1 − F1) Cε (D10)

The constants of the k-ω and k-ε models are given in Table D1. These values reflect the
VULCAN-CFD convention that defines ω as (ε/k) rather than the (0.09 ε/k) definition used
by Menter.42

Table D1: Menter k-ω turbulence model constants.

Constant Wilcox k-ω Transformed Launder-Sharma k-ε
κ 0.41 0.41

1/σk 0.5 (BSL) , 0.85 (SST) 1.0
1/σω 0.5 0.856

Cµ 0.09 0.09
Ckd 1.0 1.0
Cωd 0.075 / Cω

µ 0.0828 / Cε
µ

Cωp Cω
ωd
/Cω

kd
−

(κω)2

σωω

(
Cω
µCω

kd

)− 1
2 Cε

ωd
/Cε

kd
−

(κε )2

σεω

(
Cε
µC

ε
kd

)− 1
2

The remaining aspect of the model is the determination of the blending function, F1.
Starting at a solid surface, F1 should be unity over most of the boundary layer in order
to preserve the desired features of the k-ω model and transition to zero near the boundary
layer edge to preserve the reduced freestream dependence feature of the k-ε model. The
following function provides the desired behavior

F1 = tanh
(
arg4

1

)
(D11)

where the argument in the hyperbolic tangent function is provided by the following expres-
sion.

arg1 = MIN

MAX


√

k̃
Ckd ω̃ d

,
500 Cµ µ

ρ̄ ω̃ d2

 , 4 ρ̄ k̃
σεω CD d2

 (D12)

In the above expression, CD is the cross diffusion term in the equation governing the
blended ω equation.

CD = MAX
[

2
σεω

(
ρ̄

ω̃

)
∂k̃
∂x j

∂ω̃

∂x j
, 10−20

]
(D13)

The first argument in Equation D12 is the turbulent length scale divided by the distance to
the nearest wall (d). This argument varies from 2.5 in the log region of the boundary layer,
to zero at the boundary layer edge. The second argument is added to ensure F1 does not go
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to zero in the viscous sublayer. The third argument is an additional safeguard that ensures
F1 goes to zero for low values of ω̃ in the freestream.

The shear stress limited version of the Menter model (Menter-SST) is identical to the
baseline version described above with the exception of the expression for the eddy viscosity,
which is defined below.

µt =
ρ̄ a1 k̃

MAX
[(

a1/Cµ

)
ω̃ , F2

√
2Ω̃i jΩ̃i j

] (D14)

This expression limits the shear stress to be no greater than that given by the Bradshaw
relation, which assumes the shear stress in the boundary layer to be proportional to the
turbulent kinetic energy. Menter set the proportionality constant, a1, to 0.31 which was
found to provide a good fit for adverse pressure gradient flows up to transonic and low
supersonic Mach conditions. The blending function, F2, is present to ensure that the stress
limiter is not activated in free shear flow regions. This function is similar to F1, but is
designed to transition somewhat closer to the boundary layer edge,

F2 = tanh
(
arg2

2

)
(D15)

and the argument in the hyperbolic tangent function is provided by the following expression.

arg2 = MAX

 2
√

k̃
Ckd ω̃ d

,
500 Cµ µ

ρ̄ ω̃ d2

 (D16)

D.3 Wilcox 1998 k-ω Model

The Wilcox 1998 k-ω model43 represents one of the first attempts at developing a single
closure that provides good accuracy for both wall-bounded flows and all canonical free
shear flows (far wakes, mixing layers, planar jets, round jets, and radial jets). Moreover,
the closure is truly a “local” model (as defined by Spalart44), since it does not rely on the
wall distance parameter. The model requires the integration of transport equations for the
turbulent kinetic energy and the specific dissipation rate

∂

∂t

(
ρ̄k̃

)
+

∂

∂x j

(
ρ̄k̃ũ j

)
=

∂

∂x j

[(
µ +

µt

σk

)
∂k̃
∂x j

]
− ρ̄ũ′′i u′′j

∂ũi

∂x j
− Ckd ρ̄k̃ω̃ (D17)

∂

∂t
(ρ̄ω̃) +

∂

∂x j

(
ρ̄ω̃ũ j

)
=

∂

∂x j

[(
µ +

µt

σω

)
∂ω̃

∂x j

]
− Cωp

(
ω̃

k̃

)
ρ̄ũ′′i u′′j

∂ũi

∂x j
− Cωd ρ̄ω̃

2

where the eddy viscosity for this model is provided by the expression below.

µt = Cµ ρ̄
k̃
ω̃

(D18)
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The closure coefficients associated with this model are defined as

1
σk

= 0.5 1
σω

= 0.5

Cµ = 0.09 Ckd = fk

Cωd = 9
125

fω
Cµ

Cωp = 13
25

fk =

 1 χk ≤ 0
1 + 680 χ2

k
1 + 400 χ2

k
χk > 0

χk =
C2
µ

ω̃3
∂k̃
∂x j

∂ω̃
∂x j

fω =
1 + 70 χω
1 + 80 χω

χω =
( Cµ

0.09

)3 |Ω̃i jΩ̃ jk S̃ ki |

ω̃3

(D19)

where it should be noted that the values above reflect the VULCAN-CFD convention that
defines ω as (ε/k) rather than the (0.09 ε/k) definition used by Wilcox.43.

Wilcox has also developed a version of this model that accounts for low Reynolds num-
ber effects to achieve asymptotic consistency with the expected near-wall behavior of the
turbulent kinetic energy and turbulent dissipation. These modifications also allow for im-
proved predictions of laminar to turbulent boundary layer transition (at least for incom-
pressible flat plate flows). This variant is identical to the standard model described above,
but with the Cµ, Ckd , and Cωp coefficients (as they appear in Eqs. D17 and D18) modified
as follows

C∗µ = Cµ

 3
125 +

Ret
6

1 +
Ret
6


C∗kd

= Ckd


4

15 +
(

Ret
8

)4

1 +
(

Ret
8

)4


C∗ωp

= Cωp

 1
9 +

Ret
2.95

1 +
Ret
2.95

 (
Cµ

C∗µ

)
(D20)

where Ret is the turbulence Reynolds number defined by the expression below.

Ret =
Cµ ρ̄

k̃
ω̃

µ
(D21)

D.4 Wilcox 2006 k-ω Model

The Wilcox 2006 model39 is the latest manifestation of the Wilcox k-ω formulation. The
primary differences between this model and the 1998 variant are the addition of a stress
limiter and an explicit cross diffusion term in the transport equation for ω. The former
feature was added to improve the model predictions for adverse pressure gradient flows,
while the latter feature further reduces the sensitivity of the model to freestream values
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specified for ω. The transport equations for k and ω are expressed as
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∂ũi

∂x j
− Cωd ρ̄ω̃

2

+ σcd

(
ρ̄

ω̃

)
∂k̃
∂x j

∂ω̃

∂x j
(D22)

where the eddy viscosity is given by

µt = Cµ ρ̄
k̃
ω̂

(D23)

and the limited turbulent time scale, ω̂, is defined by the following expression.

ω̂ = MAX

ω , σsl

√
2
(
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1
3
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) (
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3
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The closure coefficients associated with this model are defined as
1
σk

= 0.6 1
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(D25)

where it should be noted that the values above reflect the VULCAN-CFD convention that
defines ω as (ε/k) rather than the (0.09 ε/k) definition used by Wilcox.39.

A version of this model that accounts for low Reynolds number effects, while also
allowing for improved predictions of laminar to turbulent boundary layer transition, is also
available. This variant is identical to the standard model described above, but with the Cµ,
Ckd , and Cωp coefficients (as they appear in Eqs. D22 and D23) modified as follows

C∗µ = Cµ

 0.0708
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1 +
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6
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)
(D26)
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where Ret is the turbulence Reynolds number defined by the expression below.

Ret =
Cµ ρ̄

k̃
ω̃

µ
(D27)

The low Reynolds number corrections also require the following adjustment to the stress
limiter coefficient.

σ∗sl = σsl

(C∗µ
Cµ

) 1
2

(D28)

D.5 Gatski and Rumsey 2003 k-ω EAS Model

Nonlinear eddy viscosity models, such as Explicit Algebraic Stress (EAS) closures, can
predict certain aspects of turbulent flows that linear (i.e., Boussinesq) models are incapable
of capturing. An example is the ability to predict secondary flow structures that arise due
to Reynolds stress anisotropies. This flow feature cannot be captured if one assumes a
linear relationship between the Reynolds stress and mean strain rate tensors. The compu-
tational cost associated with nonlinear eddy viscosity models is only slightly greater than
that required for two-equation linear eddy viscosity closures. Hence, models from this
class represent a reasonable compromise between linear two-equation formulations and full
second-order closures. The EAS model implemented in VULCAN-CFD is the Gatski and
Rumsey formulation,45 which expresses the Reynolds stress tensor in terms of the mean
strain rate and rotation rate tensors via the following relationship

ρ̄ũ′′i u′′j =
2
3
δi j ρ̄k̃ − (D29)
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where the eddy viscosity is given by

µt = C∗µ ρ̄
k̃
ω̃

(D30)

and the transport equations for k and ω are expressed as shown below.
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The coefficient, C∗µ, is governed by the following cubic equation(
−C∗µ

)3
+ p

(
−C∗µ

)2
+ q

(
−C∗µ

)
+ r = 0 (D32)
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where

p =
− (2 γ1)(

2S̃ i jS̃ i j
)
τ2 γ0

q =

(
γ2

1 −
(
2S̃ i jS̃ i j

)
τ2 γ0 a1 −

1
3

(
2S̃ i jS̃ i j

)
τ2 a2

3 +
(
2Ω̃i jΩ̃i j

)
τ2 a2

2

)
[(

2S̃ i jS̃ i j
)
τ2 γ0

]2

r =
(γ1 a1)[(

2S̃ i jS̃ i j
)
τ2 γ0

]2 (D33)

and the closure coefficients associated with this model are defined below.

1
σk

= 1.0 1
σω

=
√

Cµ

(
Cωd −Cωp

)
/ κ2

Cµ = 0.0895 Ckd = fk

Cωd = 0.074285 / Cµ Cωp = 0.53

fk =

 1 χk ≤ 0
1 + 680 χ2

k
1 + 400 χ2

k
χk > 0

χk =
C2
µ

ω̃3
∂k̃
∂x j

∂ω̃
∂x j

a1 = 1.46
3 a2 = 0.8

a3 = 0.375 a4 = τ /
[
γ1 + C∗µ

(
2S̃ i jS̃ i j

)
τ2 γ0

]
γ0 = 0.9 γ1 = 1.7 +

Cε2− Cε1
Cε1− 1

Cε1 = 1.44 Cε2 = 1.83

τ = 1
ω̃ κ = 0.41

(D34)

The desired root in the cubic expression for C∗µ is the one with the lowest real component
that avoids the degenerate case as 2S̃ i jS̃ i j → 0. An algorithm for determining this root is
provided by the following pseudocode.
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IF
(

(2S̃ i jS̃ i j) τ2 < 1 × 10−6
)

THEN

C∗µ =
γ1 a1

γ2
1 +

(
2Ω̃i jΩ̃i j

)
τ2 a2

2

ELSE

a = q −
p2

3

b =
1

27

(
2p3 − 9pq + 27r

)
c =

b2

4
+

a3

27
IF ( c > 0 ) THEN

t1 =

(
−

b
2

+
√

c
) 1

3

t2 =

(
−

b
2
−
√

c
) 1

3

C∗µ = −MIN
[
−

p
3

+ t1 + t2 , −
p
3
−

t1
2
−

t2
2

]
ELSE

θ = cos−1

 −b/2√
−a3/27


t1 = −

p
3

+ 2
(
−

a
3

) 1
2

cos
(
θ

3

)
t2 = −

p
3

+ 2
(
−

a
3

) 1
2

cos
(
2π
3

+
θ

3

)
t3 = −

p
3

+ 2
(
−

a
3

) 1
2

cos
(
4π
3

+
θ

3

)
C∗µ = −MIN [t1 , t2 , t3]

END IF

END IF

C∗µ = MIN
[
C∗µ , 5.0 × 10−4

]
D.6 Wall Functions

An accurate simulation of turbulent wall-bounded flows with standard no-slip surface bound-
ary conditions requires that the grid be clustered to the surface so that the first cell height
results in a dimensionless law-of-the-wall coordinate (y+) value of unity or less. Values
much larger than this can result in significant solution inaccuracies and often leads to simu-
lation instabilities. In practice, it is difficult to determine the wall spacing requirements for
complex geometries that satisfy this criteria everywhere. Even in situations where the wall
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spacing requirements can be determined a priori, the computational cost of numerically re-
solving the viscous sublayer can be prohibitive. Hence, it is often convenient to avoid the
integration of the governing equations through the viscous sublayer by assuming the valid-
ity of the Law-of-the-Wall, and forcing the solution at grid points adjacent to the surface to
satisfy the log law behavior of turbulent boundary layers. The constitutive relations that are
arrived at to enforce this behavior have historically been called “wall functions”.

Traditional wall functions are derived by examining the limiting form of the govern-
ing equations as the wall-normal coordinate approaches zero. In this asymptotic limit, the
convective terms and the viscous terms not aligned with the wall-normal direction can be
neglected, leading to the following simplified equation set for k-ω formulations.

dP
dy

= 0 (D35)

d
dy

[
(µ + µt)

du
dy

]
= 0 (D36)

d
dy

[(
µCp

Pr
+
µtCp

Prt

)
dT
dy

+
1
2

(µ + µt)
du2

dy

]
= 0 (D37)

µt

(
du
dy

)2

− Ckd ρ k ω +
d
dy

[(
µ +

µt

σk

)
dk
dy

]
= 0 (D38)

Cωp ρ

(
du
dy

)2

− Cωd ρ ω
2 +

d
dy

[(
µ +

µt

σω

)
dω
dy

]
= 0 (D39)

In these expressions, y represents the wall-normal coordinate, and u represents the stream-
wise velocity component. To arrive at these equations, it has also been assumed that the
chemical composition is frozen from the wall to the first grid point away from the surface
(i.e., the wall matching point).

dYm

dy
= 0 (D40)

If the wall matching point is located within the log layer, then the relationships above can
be simplified further by dropping all instances of the molecular viscosity. The use of the
log law relationship then provides the information that relates the streamwise velocity to
the shear stress, leading to the following standard wall function expressions

P = Pw (D41)

u∗ = uτ

[
1
κ

ln(y+) + C
]

(D42)

T = Tw −

(
Prt qw

Cp τw

)
u −

(
Prt

2 Cp

)
u2 (D43)

k =

(
ρw

ρ

) [
u2
τ /

(
CµCkd

)1/2
]

(D44)

ω =
(
Cµ

√
k
)
/

[(
CµCkd

)1/4
κy

]
(D45)
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where the subscript w represents a surface value, y+ is the dimensionless wall-normal coor-
dinate,

y+ =
y uτ
µ/ρ

(D46)

uτ is the friction velocity,

uτ =

√
τw

ρw
(D47)

and the quantity u∗ is the compressibility corrected velocity defined by the following ex-
pression.

du∗ =

√
ρ

ρw
du (D48)

The density ratio (ρ/ρw) is obtained by combining the ideal gas law with Eqs. D41 and D43,
allowing the integration of Eq. D48 to provide the relationship between u∗ and u

u∗ =
1
A

[
sin−1

(
2A2u − B
√

B2 + 4A2

)
+ sin−1

(
B

√
B2 + 4A2

)]
(D49)

where
A2 =

Prt

Cp Tw
, B = −

Prt qw

Cp Tw τw
(D50)

close out the modeled expressions.
Solutions obtained using the standard wall functions described above display a high

degree of sensitivity to the grid spacing adjacent to the wall. Wilcox46 has demonstrated
that this sensitivity can be mitigated to a large extent by retaining information from the
streamwise pressure gradient. This can be achieved in an efficient fashion by seeking wall
function relations that account for the streamwise pressure gradient effect via an asymptotic
expansion.39,43

u∗ = uτ

[
1
κ

ln(y+) + C − 1.13 y+P+ + O(P+)2 + . . .

]
(D51)

k =

(
ρw

ρ

) [
u2
τ /

(
CµCkd

)1/2
] [

1 + 1.16 y+P+ + O(P+)2 + . . .
]

(D52)

ω =
(
Cµ

√
k
)
/

[(
CµCkd

)1/4
κy

] [
1 − 0.30 y+P+ + O(P+)2 + . . .

]
(D53)

These expansions have been derived with the assumption that the dimensionless pressure
gradient parameter, P+,

P+ ≡
µ/ρ

ρu3
τ

dP
dx

(D54)

is a small parameter. Simulations of flat plate flows subjected to an adverse pressure gra-
dient (retaining only corrections on the order of P+) have been shown to reproduce wall-
resolved simulation results with the matching point chosen as high as y+ = 100.46 It is em-
phasized that the above relationships have been derived assuming that the matching point
resides in the log layer. Simulations of supersonic adiabatic flat plate flows have shown
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that the skin friction error (relative to wall-resolved simulations) is a minimum when the
matching point is placed near a y+ of around 30, but the error is less than 5% even when the
matching point is chosen as high as y+ approaching 250.46 Errors can become much more
substantial if the matching point is chosen too close to the wall (e.g., within the viscous
sublayer). VULCAN-CFD addresses this issue by blending the wall function relationships
with the known sublayer asymptotic behavior when the wall matching point resides between
1 < y+ < 10.8.

D.7 Compressibility Corrections

The use of Favré averages allows incompressible closures (in principle) to be carried over to
compressible flows with the effect of compressibility primarily felt through variations in the
mean density field. This practice is sufficient for many compressible flow scenarios, but a
variety of “compressibility corrections” have been postulated when this assumption proves
to be insufficient. One popular correction has been developed to mimic the experimentally
observed reduction in free shear layer growth rate as the convective Mach number47

Mc ≡
|u1 − u2|

a1 + a2
(D55)

increases. Here, the quantities u1, a1 and u2, a2 refer to the freestream velocity and speed
of sound on either side of the shear layer. VULCAN-CFD includes an option to enable
this class of compressibility correction when a k-ω closure is utilized. The premise behind
the correction is to decompose the turbulent dissipation (ε) into its solenoidal (vorticity
fluctuation variance) and dilatation (divergence of fluctuating velocity field) components.
The solenoidal dissipation is the quantity obtained by integrating the standard ε equation
(or “ω k” for k-ω closures), while the dilatation dissipation is modeled in terms of the
turbulent Mach number.

Mt ≡

√
2 k
a

(D56)

The functional form for the dilatation dissipation used in VULCAN-CFD is the Wilcox39,43

formulation, which has been designed so that the correction has a minimal influence in
wall-bounded regions. The model involves the following adjustments to the Ckd and Cωd

coefficients

C∗kd
= Ckd

[
1.0 + ξ∗ F(Mt)

]
C∗ωd

= Cωd − Ckd ξ
∗ F(Mt) (D57)

where the constant ξ∗ is defined as 1.5 for all of the k-ω closures in VULCAN-CFD except
for the Wilcox 2006 model, where it is defined as 2.0. The functional form for F(Mt) is
given by the expression

F(Mt) =
(
M2

t − M2
to

)
H

(
Mt − Mto

)
(D58)

whereH is the Heaviside step function and Mto = 0.25.
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Appendix E

Spatially-Filtered Turbulence Closure Models

Explicit closure models for the spatially-filtered equation set typically vary in com-
plexity from algebraic closures to one-equation models that track the transport of the SGS
turbulent kinetic energy. While some have attempted to develop two-equation formulations,
this strategy has not been widely adopted due to the natural choice of modeling the subgrid
length scale, ∆, as a quantity proportional to the grid spacing.

∆ = (cell volume)
1
3 or MAX

[
∆x , ∆y , ∆z

]
(E1)

This observation has led many to consider a class of closures termed Implicit Large Eddy
Simulation (ILES), where the inherent numerical diffusion present in the numerical scheme
is taken to be sufficient to model the unresolved subgrid terms. This closure maximizes
the range of turbulence scales that can be resolved by a given grid, but at the expense of an
increased sensitivity to grid resolution (since the filter width cannot be held fixed as the grid
is refined). VULCAN-CFD contains options for both static and dynamic algebraic closures,
one-equation closures, as well as the option to employ ILES.

E.1 Smagorinsky Model

Smagorinsky48 was the first to propose a closure for the subgrid terms. This model utilizes
the following functional form for the subgrid viscosity

µsgs = C2
s ρ̄ ∆2

√
2S̃ i jS̃ i j (E2)

where S̃ i j is the strain rate tensor of the resolved velocity field. Unfortunately, the closure
coefficient, Cs, is far from universal and values used in the literature typically vary between
0.1 and 0.2. Moreover, this functional form does not properly approach zero at the wall for
boundary layer flows requiring the use of a damping function to force this behavior.

µsgs = Cµ ρ̄ ∆2
√

2S̃ i jS̃ i j (E3)

The damping function utilized in VULCAN-CFD is a van Driest form,

Cµ = C2
s

(
1.0 − exp

[
−

y+

26

])2

, y+ =
ρ̄ y uτ
µ

(E4)

where the friction velocity, uτ =
√
τw/ρw, is evaluated based on surface shear stress and

density values that have been spatially averaged in periodic directions (implying turbulence
homogeneity in these directions).

E.2 Vreman Model

Vreman49 proposed an algebraic closure that offers several improvements over the classical
Smagorinsky model for inhomogeneous turbulent flows. The model is essentially no more
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complicated than the Smagorinsky model but is constructed in such a way that its dissipation
is relatively small in transitional and near-wall regions. In addition, the model is based on
a fundamental realizability inequality for the theoretical subgrid dissipation. This model
utilizes the following functional form for the subgrid viscosity

µsgs = Cµ ρ̄

√
Bβ

αi jαi j
(E5)

where Cµ = 2.5 C2
s , αi j is the matrix of filtered velocity field derivatives,

αi j =
∂ū j

∂xi
(E6)

and Bβ is an invariant of the tensor βi j defined by the following expression.

Bβ = β11β22 − β2
12 + β11β33 − β2

13 + β22β33 − β2
23 , βi j =

3∑
m=1

∆m αmi αm j (E7)

In the expression for βi j, the filter width vector components are simply the filter width con-
tributions from each of the coordinate directions. Unlike the standard Smagorinsky model,
the Vreman formulation has been shown to display appropriate transitional and near-wall
behavior without requiring any ad hoc damping functions. Moreover, reasonable agree-
ment for both mixing layers and boundary layers can be achieved with a single value for
the closure coefficient, Cs, which is typically set to the theoretical value (for homogeneous
isotropic turbulence) of 1/6 as derived from the Smagorinsky closure.

E.3 Yoshizawa Model

The Yoshizawa model50 is a one-equation SGS closure that utilizes the following transport
equation for the subgrid turbulent kinetic energy,

∂

∂t

(
ρ̄k̃

)
+

∂

∂x j

(
ρ̄k̃ũ j

)
=

∂

∂x j

[(
µ +

µsgs

σk

)
∂k̃
∂x j

]
−

(
ρ̄ũiu j − ρ̄ũiũ j

) ∂ũi

∂x j
− Ckd

ρ̄k̃
3
2

4
(E8)

which is used to provide the subgrid velocity scale to the following relationship for the SGS
viscosity.

µsgs = Cµ ρ̄
√

k̃ 4 (E9)

The closure coefficients associated with this model are defined as shown below.

1
σk

= 2.0 Cµ = 0.05 Ckd = 1.0 (E10)

The principle advantage of one-equation closure models is that they do not explicitly assume
a balance of energy (i.e., balance of production and destruction of subgrid energy) implied
by simple algebraic models like the Smagorinsky model. Hence, this model has some ability
to recover “history” effects (i.e., knowledge of where the flow originated from); a feature
that cannot be captured by algebraic closures.
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E.4 Dynamic SGS Closures

Germano et al.51 introduced a significant advancement in SGS modeling by formulating a
procedure that allows the closure coefficients to be computed (rather than specified a priori)
using scale similarity arguments. The scale similarity assumption allows one to “test-filter”
the computationally resolved flow scales using a filter that is larger than the intended filter
size to determine the closure coefficient value that minimizes the error (typically represented
as an L2 norm) between the output data of the model and the “test-filtered” data. This
procedure is formalized through the Germano identity, i.e.,

Li j = Ti j − τi j (E11)

which relates the resolved stress tensor at the test filter scale, Li j,

Li j = ρ̄ũiũ j −
ρ̄ũi ρ̄ũi

¯̄ρ
(E12)

to the difference between the SGS stress tensor (model dependent) evaluated at the test filter
scale,

Ti j = Ti j

(
¯̄ρ, ¯̃ui, ρ̄k̃, . . .

)
(E13)

and the test filtered SGS stress tensor evaluated at the subgrid scale.

τi j = ρ̄ũiu j − ρ̄ũiũi (E14)

In the expressions above, the second overline denotes the spatial filtering operation at the
larger test filter size, ∆̂. Rewriting Eq. E11 in a traceless form,

Li j −
1
3
δi j Lkk =

(
Ti j −

2
3
δi j ρ̄k̃

)
−

(
τi j −

2
3
δi j ρ̄k̃

)
L∗i j = T ∗i j − τ∗i j (E15)

and invoking the assumption that the SGS coefficient is constant over the spatial range
between the subgrid filter and the test filter sizes, yields the following overdetermined ex-
pression for the SGS coefficient

L∗i j = CµM
∗
i j (E16)

whereM∗i j is defined by the following expression.

M∗i j =
T ∗i j − τ∗i j

Cµ
(E17)

Minimizing the error in the L2 norm of this tensor expression results in the following equa-
tion for the SGS viscosity coefficient, Cµ.

Cµ =
L∗i j M

∗
i j

M∗kl M
∗
kl

(E18)

In practice, the above expression can result in a large variability in Cµ (even leading to
negative values), which may lead to numerical instabilities. In order to mitigate this is-
sue, VULCAN-CFD clips the dynamic SGS coefficient to ensure nonnegative values, along
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with the inclusion of options to explicitly smooth the Cµ values spatially. Moreover, if
directions of turbulence homogeneity are present, and if the grid block connectivities are
full face matching in these directions, then the Cµ values can be spatially averaged in these
directions.

Another dynamic procedure, based on a stochastic analysis of the LES equations, has
been proposed by Heinz et al.52 This formulation results in a dynamic closure model that
assumes structural similarity between the Leonard stress tensor and the subgrid stress tensor
(as opposed to the structural similarity assumed between the test filter stress and subgrid
stress tensors in the Germano formulation).

Li j = −τi j (E19)

Utilizing the same process and assumptions described above for the Germano formulation
yields the following overdetermined expression for the SGS viscosity coefficient

L∗i j = Cµ H
∗
i j (E20)

whereH∗i j is defined by the following expression.

H∗i j =
−τ∗i j

Cµ
(E21)

Minimizing the error in the L2 norm of this tensor expression results in the following equa-
tion for the SGS viscosity coefficient, Cµ.

Cµ =
L∗i j H

∗
i j

H∗kl H
∗
kl

(E22)

This formulation tends to produce considerably less spatial variability in the values for Cµ

but does not completely eliminate the numerical instabilities associated with dynamic SGS
closures. Hence, the elimination of negative values and some level of smoothing and/or
spatial averaging is still often required.

As a final note, one can extend either of these dynamic SGS procedures to any of the
modeled SGS terms (e.g., to obtain dynamic values for the subgrid Prandtl and Schmidt
numbers). However, these extensions are not yet available in VULCAN-CFD.
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Appendix F

Blended RAS/LES Formulation

The blended hybrid RAS/LES methodology framework was designed to enforce a RAS
behavior near solid surfaces, and switch to an LES behavior in the outer portion of the
boundary layer and free shear regions. Hence, this formulation can be thought of as a
wall-modeled LES approach, where RAS is used as the near-wall model. The basic idea
is to blend any trusted RAS eddy viscosity with the desired SGS viscosity. Any turbu-
lent transport equation involving a common RAS and SGS property is also blended. In
VULCAN-CFD, this framework can be utilized to blend any of the linear k-ω models with
any static SGS closure model (including ILES). The blended effective turbulent viscosity is
obtained by the following expression,

Hybrid RAS/SGS viscosity = (F)
[
RAS viscosity

]
+ (1 − F)

[
SGS viscosity

]
(F1)

and if the SGS closure involves a transport equation for the SGS kinetic energy, then the
turbulent kinetic energy transport equations are also blended, i.e.,

Hybrid RAS/SGS k-equation = (F)
[
RAS k-equation

]
+ (1 − F)

[
SGS k-equation

]
(F2)

where F is a blending function that varies between 0 and 1. Note that the transport equation
for the RAS specific dissipation rate (ω) does not have an SGS counterpart. Hence, the
blending is not applied to this equation, and all of the terms in this equation that involve the
eddy viscosity are evaluated based on RAS relationships.

A variety of functional relationships have been devised to control the blending of RAS
and LES. The blending in VULCAN-CFD is parameterized by the ratio of the wall distance
d to a modeled form of the Taylor microscale (λ)

F =
1
2

1 − tanh

5  κ√
Cµ

η2 − 1

 − tanh−1(0.98)




η =
d
αλ

, λ =

√
µ

Cµρω
(F3)

where κ is the von Karman constant (0.41), Cµ is 0.09, α is a user defined model constant,
and the factor tanh−1(0.98) is used to force the balancing position of F (i.e., the position
where κη2 =

√
Cµ) to 0.99. The value chosen for α provides control over the d+ position

where the average LES to RAS transition point (defined as F = 0.99) occurs. If resolved
LES content is desired for attached boundary layers, then this constant should be specified
so that the transition position occurs in the region where the boundary layer wake law starts
to deviate from the log law. If the transition point is enforced at a lower d+ value that is well
within the log law region, a dual log layer appears (an effect often referred to as the log layer
mismatch).53 Conversely, if the transition point is enforced at a d+ value that extends well
into the wake region, then the level of resolved turbulent content will be reduced. Details on
a procedure to analytically determine the value for α that corresponds to a target d+ value
is described by Choi et al.17.
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Appendix G

Improved Delayed Detached Eddy Simulation

The Improved Delayed Detached Eddy Simulation (IDDES) formulation19 incorpo-
rates two major enhancements to the original DES method. The first enhancement led to
the DDES (Delayed Detached Eddy Simulation) formulation which sought to prevent the
switch from RAS to LES mode within attached boundary layers due solely to the specifics
of the grid design. This desirement was realized by altering the DES length scale to incor-
porate a flow dependent shielding function that maintains the RAS length scale in attached
boundary layer flow regions

l̂DDES = l̃ − fd MAX
[
0 , l̃ − ∆DES

]
(G1)

where the shielding function, fd, is defined as

fd = 1 − tanh
[(

C fd rd
)3

]
, rd =

µ + µt

ρ̄ (κd)2 MAX
[√

∂ui
∂x j

∂ui
∂x j

, 10−10
] (G2)

and C fd = 8. The argument rd is close to unity in the sublayer and logarithmic portions of
the boundary layer, and asymptotes to zero as the edge of the boundary layer is approached.
As a result, fd is essentially zero until the defect layer is encountered and rapidly approaches
unity when rd � 1. The second enhancement was the introduction of a wall-modeled LES
functionality. In general, the IDDES formulation provides a wall-modeled LES response
if resolved turbulent content is supplied as an inflow (or initial) condition, and resorts to a
DDES response (as described above) otherwise.

The wall-modeled LES branch is intended to be active only when the inflow conditions
include resolved turbulent content, and the grid is fine enough to at least resolve the largest
energy containing boundary layer eddies. This branch uses the following length scale defi-
nition

l̂WMLES = fβ (1 + fe) l̃ +
(
1 − fβ

)
∆DES (G3)

where the empirical blending function, fβ, is formulated as shown below.

fβ = MIN
[
2 exp

(
−9α2

)
, 1

]
, α = 0.25 −

d
∆max

(G4)

This blending function varies from 0 (LES mode) to 1 (RAS mode) and provides a rapid
switch between these extremes when the wall distance is between 0.5 ∆max and ∆max.
The second empirical function, fe, is meant to prevent an excessive reduction of the RAS
Reynolds stresses in the vicinity of the RAS/LES interface. This function was designed
to address the log layer mismatch that plagues hybrid RAS/LES models and takes on the
following form

fe = MAX
[(

fe1 − 1
)
, 0

]
Ψ fe2 (G5)

where the relationships for fe1 and fe2 are provided below.

fe1 =

 2 exp
(
−11.09 α2

)
α ≥ 0

2 exp
(
−9.0 α2

)
α < 0

(G6)
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fe2 = 1 − MAX
[
tanh

{(
c2

t rdt

)3
}
, tanh

{(
c2

l rdl

)10
}]

(G7)

The quantity Ψ is the low Reynolds number correction introduced in the definition of ∆DES ,
and rdt and rdl are the turbulent and laminar portions of the rd parameter defined previously.
The constants ct and cl are meant to ensure that the function fe2 is virtually zero when
either rdt or rdl is close to 1.0. The appropriate values for these constants are dependent
on the specific RAS model utilized. Based on fully developed channel flow simulations,
Shur et al.19 determined that ct=1.63 and cl=3.55 worked well with the Spalart Allmaras
model, while ct=1.87 and cl=5.0 worked well with the Menter SST model. VULCAN-CFD
currently uses these latter values for all two-equation DES formulations.

The DDES (Eq. G1) and WMLES (Eq. G3) length scales, as written above, cannot
easily be blended to ensure that the desired branch is obtained depending on the existence
of resolved turbulent content in the boundary layer. However, this desirement is possible
with a modified DDES length scale expression of the form

l̂DDES = f̃d l̃ +
(
1 − f̃d

)
∆DES (G8)

where the expression for the blending function, f̃d, is shown below.

f̃d = MAX
[
1 − fdt , fβ

]
, fdt = 1 − tanh

[(
C fd rdt

)3
]

(G9)

This essentially equivalent functional replacement for the DDES length scale allows the
blending of the DDES and WMLES length scale definitions to be realized via the following
expression.

l̂ = f̃d (1 + fe) l̃ +
(
1 − f̃d

)
∆DES (G10)

The hybrid length scale given by Eq. G10 provides the desired WMLES behavior for simu-
lations that contain resolved turbulent content within the boundary layer (since rdt � 1 ⇒
fdt ≈ 1 so that f̃d = fβ). Conversely, a simulation without resolved turbulence within the
boundary layer leads to fe ≈ 0 and fdt ≈ 0⇒ f̃d = 1.

The DES filter width was also modified in the IDDES formulation to explicitly include
the wall distance, d.

∆DES = MIN {MAX [Cw d , Cw ∆max , ∆n] , ∆max } (G11)

The quantity ∆n is the grid spacing in the wall normal direction, which is somewhat ambigu-
ous for complex geometries with multiple walls. VULCAN-CFD evaluates this quantity by
averaging the cell center values of the wall distance to grid nodes, allowing an effective
“wall-normal” grid spacing to be computed as the difference between the maximum and
minimum nodal values for each grid cell. The value of Cw was arrived at based on simula-
tions of fully developed channel flow and taken to be 0.15.
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Appendix H

Bleed Models

Two formulations are available in VULCAN-CFD to empirically model the boundary
layer effusion process. Figure H1 provides a pictorial representation of the various param-
eters required to define the bleed/blowing processes.

Figure H1: Schematic of effusion through a porous plate.

H.1 Doerffer/Bohning Model

The bleed model of Doerffer and Bohning21 is described by the expressions shown below.

If (Pp ≥ Pw) : Pp − Pw = Pp

[ Mh

1.2

] 1
0.55

(H1)

If (Pw > Pp) : Pw − Pp = Pw

( Mh

1.2

) 1
0.55

+ 25 M
1

0.55
h

(
C f ,h Mh

) 1
1.52

 (H2)

These equations define the relation between the pressure drop across the porous plate and
the effective Mach number of the flow through the bleed orifices. The functional form of the
Doerffer/Bohning effusion model depends on the magnitude of the plenum pressure relative
to the wall pressure. When the plenum pressure is greater than the local wall pressure
(Eq. H1), the flow is drawn out of the bleed plenum and into the boundary layer. Boundary
layer bleed, on the other hand, results when the local surface pressure exceeds the plenum
pressure (Eq. H2). Doerffer and Bohning found a “blockage” effect when bleeding flow
from the boundary layer into the plenum that was not present when flow effused from the
plenum into the boundary layer. They theorized that the “blockage” effect was the result
of the shear force present at the entrance of the bleed orifices. To account for this effect, a
term that depends on the surface shear stress (normalized by the dynamic pressure of the
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bleed orifice)

C f ,h ≡
τw

0.5 ρh u2
h

=
2 τw

γ Ph M2
h

=
2 τw

(
1 +

γ−1
2 M2

h

) γ
γ−1

γ Pw M2
h

(H3)

was added to the formulation. Equations H1, H2, and H3 reveal that the effective hole Mach
number (Mh), is solely a function of the plenum pressure (Pp), surface pressure (Pw), and
the surface shear stress (τw). Note that the surface shear stress included in this formulation
is intended to be the value associated with the approach flow upstream of the porous plate.

The mass flow rate through the bleed orifices of a given cell interface can be expressed
as

ṁh = Po Φaero Acell Mh

(
γ

RTo

) 1
2

(
1 +

γ − 1
2

M2
h

) γ+1
2(1−γ)

(H4)

where Po and To are either taken as the wall pressure and temperature (if Pw > Pp), or
the plenum pressure and temperature (if Pp ≥ Pw). An important aspect of this effusion
model is the “aerodynamic” porosity (Φaero) that appears in Eq. H4. Doerffer and Bohning
performed static transpiration tests on 22 different porous plates with geometrical porosities
ranging from 2% to 26.6%, and found that bleed plates with identical geometrical porosities
can result in quite different “aerodynamic” porosities. Hence, the length to diameter ratio
as well as the quality of the drilled holes influenced the “aerodynamic” porosity. Based on
the 22 plates tested by Doerffer and Bohning21, the following empirical fit to the data was
formulated,

Pw − Pp

Pw
= 0.063

(
ṁ

Aaero

)2

(H5)

which relates the “aerodynamic” hole area to the normalized pressure drop across the porous
plate and the total effused flow rate. The “aerodynamic” porosity is then obtained by di-
viding Aaero by the total porous plate area. The above formula (Eq. H5) applies to static
transpiration tests that bleed air into the plenum (as shown in Fig. H1). The plenum and
wall pressures would be swapped in Eq. H5 for static tests that instead effused air out of the
plenum.

The implementation of the Doerffer/Bohning model is summarized as follows:

• At a given surface cell interface, Eq. H1 (or H2) is evaluated to determine the effective
hole Mach number given the surface pressure, bleed plenum pressure, and surface
shear stress (if Pw > Pp).

• The remaining bleed hole properties are evaluated given Mh and either Pw and Tw (if
Pw > Pp), or Pp and Tp (if Pp ≥ Pw).

• Eq. H4 is evaluated to obtain the local effusion rate at the surface cell interface given
Po, To, Mh, and Aaero (either estimated or obtained from static porous plate tests).

• The porous plate hole properties together with ṁh are then used to evaluate the effu-
sion source terms.
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H.2 Slater Model

The bleed model developed by Slater22 is based on a parametrization of the bleed physics
that uses the concept of the sonic flow coefficient (Qsonic), defined via the following relation.

ṁbleed = Qsonic ṁsonic (H6)

Qsonic is a parameter that essentially measures the effectiveness of the bleed process, and
its value must be obtained from some external means (e.g., measurements). A sample set
of Qsonic values derived from measurements54 at four Mach number conditions is given in
Fig. H2. For a calorically perfect gas, the mass flow rate (ṁ) can be recast into the form
shown below.

ṁ = Po Φ Acell M
(
γ

RTo

) 1
2

(
1 +

γ − 1
2

M2
) γ+1

2(1−γ)

(H7)

The reference bleed flow rate (ṁsonic), defined as an isentropic sonic flow condition through
the bleed holes, is obtained from this expression by setting the Mach number to one.

ṁsonic = Po Φ Acell

(
γ

RTo

) 1
2

(
γ + 1

2

) γ+1
2(1−γ)

(H8)

Figure H2: Sonic coefficient data plotted against plenum to total pressure ratio.

Earlier versions of bleed models based on this framework evaluated ṁsonic using bound-
ary layer edge values for total pressure (Po) and total temperature (To), along with a table
look-up procedure to extract measured Qsonic values (from curves similar to that given in
Fig. H2) given the bleed plenum pressure and boundary layer edge values for Mach number
and total pressure. However, the extraction of boundary layer edge conditions is at best a
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cumbersome process for a CFD solver, and at worst may not be well defined depending on
the complexity of the flow field. The Slater model addresses this issue by introducing a
different reference value for ṁbleed that is based on surface properties rather than boundary
layer edge conditions.

ṁ∗sonic = Pw Φ Acell

(
γ

RTw

) 1
2

(
γ + 1

2

) γ+1
2(1−γ)

(H9)

A surface sonic flow coefficient is also defined in a manner analogous to Eq. H6.

ṁbleed = Q∗sonic ṁ∗sonic (H10)

An evaluation of Eqs. H6, H8, H9, and H10 shows that Q∗sonic is related to Qsonic via the
following expression.

Q∗sonic = Qsonic

(
Po

Pw

) (
Tw

To

) 1
2

(H11)

To simplify the scaling, Slater assumed that the edge pressure is imposed through the bound-
ary layer (standard boundary layer approximation) along with the assumption of a near unity
temperature recovery factor.

Po

Pw
≈

Po

Pe
=

(
1 +

γ − 1
2

M2
e

) γ
γ−1

(H12)

Tw

To
≈ 1.0 (H13)

With this simplification, the final scaling of Qsonic and Pp
Po

(i.e., the independent and depen-
dent variables in Fig. H2) reduces to the expressions provided below.

Q∗sonic = Qsonic

(
Po

Pw

)
(H14)

Pp

Pw
=

Pp

Po

(
Po

Pw

)
(H15)

The above scaling results in the surface sonic flow coefficient data shown in Fig. H3. This
scaling collapses the separate curves in Fig. H2 for each Mach number, effectively removing
Mach number from the parametrization. Slater fit the following quadratic curve to the data
presented in Fig. H3.

Q∗sonic = 0.59799735 + 0.03069346
(

Pp

Pw

)
− 0.59361420

(
Pp

Pw

)2

(H16)

The implementation of the Slater model is summarized as follows:

• Eq. H16 is evaluated to obtain Q∗sonic at the surface cell interface given the surface
pressure and the bleed plenum pressure.

• Eq. H9 is evaluated to obtain ṁsonic at the surface cell interface given the surface
pressure and temperature.
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• Eq. H10 is evaluated to determine the ṁbleed = ṁh required to evaluate the effusion
source terms.

• Eq. H7 is used to determine the effective Mach number in the bleed holes (M = Mh):

– If Q∗sonic is positive (i.e., flow is drawn into the plenum), then Eq. H7 is evaluated
with Po = Pw and To = Tw.

– If Q∗sonic is negative (i.e., flow is drawn out of the plenum), then Eq. H7 is
evaluated with Po = Pp and To = Tp.

• The remaining bleed hole properties are evaluated given Po, To, and Mh.

Figure H3: Surface sonic coefficient data plotted against plenum to surface pressure ratio.
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Appendix I

Conserved Flux Method Data Reduction

The data reduction process for the conserved Mass/Momentum/Energy (CMME) and
Mass/Energy/Entropy (CMES) formulations results in a nonlinear system of coupled equa-
tions that require some knowledge of the flow physics to determine the appropriate roots to
extract. The decision making process used for each approach is described in the subsections
below.

I.1 CMME Method Data Reduction Details

The uniform flow properties that satisfy the integral flux relations for mass, momentum,
and energy conservation can be expressed in the following form.

f m
mass =

[
ρ
(
~v · ~n

)
Ym

]
A (I1a)

~fmomentum =
[
ρ
(
~v · ~n

)
~v + P~n

]
A (I1b)

fenergy =
[
ρ
(
~v · ~n

)
h◦

]
A (I1c)

The introduction of the total mass flux, ṁ,

ṁ =

ns∑
m=1

f m
mass (I2)

allows these relations to be recast to the form shown below.

f m
mass = ṁ Ym (I3a)

~fmomentum = ṁ ~v + P ~n A (I3b)

fenergy = ṁ h◦ (I3c)

The mass expression provides an explicit relationship for the uniform composition variables,

Ym =
f m
mass

ṁ
(I4)

and the energy expression provides a direct relationship for the uniform total enthalpy.

h◦ =
fenergy

ṁ
= h(T,Ym) +

1
2

(
~v · ~v

)
(I5)

The momentum expression can be rearranged to yield an expression for the velocity vector,

~v =
~fmomentum − P ~n A

ṁ
(I6)

which can be simplified to a scalar equation by taking the dot product of this vector with
the unit normal (~n),

~v · ~n =
fmomentum − PA

ṁ
(I7)
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where fmomentum is defined by the following expression.

fmomentum ≡ ( ~fmomentum · ~n) (I8)

Further manipulations are possible with the introduction of the equation of state,

P = ρRT =
ṁ RT(
~v · ~n

)
A

(I9)

resulting in the following relationship for (~v · ~n).

~v · ~n =
fmomentum − PA

ṁ
=

fmomentum

ṁ
−

RT(
~v · ~n

) (I10)

This equation is quadratic with respect to (~v · ~n), hence the quadratic formula can be used
to obtain a closed form solution for ~v · ~n.

~v · ~n =
fmomentum/ṁ ±

[
( fmomentum/ṁ)2 − 4RT

] 1
2

2
(I11)

Equations I4, I6, I9 and I11 can then be substituted into Eq. I5 to yield a single expression
with static temperature as the only unknown.

F(T ) = 0 = h(T,Ym) +
1
2

(
~v · ~v

)
−

fenergy

ṁ
(I12)

This function has the general shape displayed in Fig. I1.

Figure I1: CMME function (colors denote the two branches of Eq. I11).

In principle, any root solving algorithm can be used to solve for the static temperature
in Eq. I12. However, there may be two temperature values that satisfy F(T ) = 0, requir-
ing a method to choose the most appropriate one. Two bisection solves can be employed
to determine each temperature that satisfies F(T ) = 0. The first bisection procedure finds
any root (or roots) bounded between Tmin and Tmax on the upper (red) portion of the curve,
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corresponding to values obtained by choosing the “−” sign in Eq. I11. The second bisec-
tion procedure finds the root (if it exists) bounded between Tmin and Tmax on the lower
(blue) portion of the curve, representing the values obtained when choosing the “+” sign in
Eq. I11. Tmax is the temperature that forces the discriminant of Eq. I11 to be zero, i.e.,

T =
( fmomentum/ṁ)2

4R
(I13)

and Tmin can be taken as either zero, or the lower temperature bound given for the polyno-
mial fits of the thermodynamic data. The temperature value that is retained is the solution
that yields a Mach number that lies closest to the mass flux weighted Mach number. As
a final note, one may be tempted to assume that the red portion of Fig. I1 corresponds to
only supersonic solutions of F(T ) = 0, while the blue curve corresponds to the subsonic
solutions. However, a careful examination of Eq. I11 reveals that this is not necessarily the
case. The Mach number (based on ~v · ~n) that appears when the discriminant of Eq. I11
vanishes corresponds to a value of γ−0.5, where γ is the ratio of specific heats. Hence, there
is a small range of potential subsonic roots that reside on the red portion of the curve that
must be considered when extracting all possible roots for this equation.

I.2 CMES Method Data Reduction Details

The uniform flow properties that satisfy the integral flux relations for mass, energy, and
entropy conservation can be expressed in the following form.

f m
mass =

[
ρ
(
~v · ~n

)
Ym

]
A (I14a)

fenergy =
[
ρ
(
~v · ~n

)
h◦

]
A (I14b)

fentropy =
[
ρ
(
~v · ~n

)
s
]

A (I14c)

The introduction of the total mass flux, ṁ,

ṁ =

ns∑
m=1

f m
mass (I15)

allows these relations to be recast as

f m
mass = ṁ Ym (I16a)

fenergy = ṁ h◦ (I16b)

fentropy = ṁ s(T,P,Ym) (I16c)

leading to explicit relationships for the uniform composition variables, total enthalpy, and
entropy. If the unit normal is defined to be aligned with the velocity vector (i.e., ~n = ~v/|~v|),
then (

~v · ~n
)

=
√
~v · ~v (I17)

allowing (~v · ~n) to be extracted from the definition of total enthalpy.(
~v · ~n

)
= [2 (h◦ − h(T,Ym))]

1
2 (I18)
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It should be noted that the velocity vector is not present in the equations that govern the
CMES method. Therefore, it must be supplied by some other means (e.g., by mass flux
weighting the velocity components) to define the unit normal. Finally, an expression for the
pressure is obtained by combining the equation of state with the total mass flux.

P = ρRT =
ṁ R T(
~v · ~n

)
A

(I19)

Equations I16, I17, I18, and I19 can be combined to yield a single expression with static
temperature as the only unknown. For a calorically perfect gas, the resulting function can
be expressed in the form shown below.

F(T ) = 0 =

[
fentropy

ṁ
− sref

]
−

[
γR
γ − 1

ln
(

T
Tref

)
− R ln

(
P

Pref

)]
(I20)

This function has the general shape displayed in Fig. I2, which shows that two values of
temperature will satisfy F(T ) = 0. One of the roots results in a solution for subsonic flow
(blue curve), and the other yields a solution for supersonic flow (red curve). Two bisection
solves can be employed to determine each temperature value that satisfies F(T ) = 0. The
first bisection procedure finds the root that is bounded between Tmin and the temperature at
the sonic point, and the second finds the root that is bounded between the temperature at the
sonic point and the stagnation temperature. The stagnation temperature is obtained from
the solution of

h◦(T◦,Ym) = 0 (I21)

and the sonic temperature is the temperature that satisfies the following relationship.

γ(T,Ym) R T =
(
~v · ~n

)2 (I22)

Tmin can be taken as either zero, or the lower temperature bound given for the polynomial
fits of the thermodynamic data. If two roots are found, the root that is retained is the one
that yields a Mach number closest to the mass flux weighted Mach number.

Figure I2: CMES function (colors denote subsonic and supersonic branches of Eq. I20).
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